
Multiple files are bound together in this PDF Package.

Adobe recommends using Adobe Reader or Adobe Acrobat version 8 or later to work with 
documents contained within a PDF Package. By updating to the latest version, you’ll enjoy 
the following benefits:  

•  Efficient, integrated PDF viewing 

•  Easy printing 

•  Quick searches 

Don’t have the latest version of Adobe Reader?  

Click here to download the latest version of Adobe Reader

If you already have Adobe Reader 8, 
click a file in this PDF Package to view it.

http://www.adobe.com/products/acrobat/readstep2.html




Using Singlet Oxygen to Synthesize
Polyoxygenated Natural Products from Furans


TAMSYN MONTAGNON, MARIA TOFI, AND
GEORGIOS VASSILIKOGIANNAKIS*


University of Crete, Department of Chemistry, Vasilika Vouton,
71003 Iraklion, Crete, Greece


RECEIVED ON JANUARY 25, 2008


C O N S P E C T U S


Singlet oxygen is a powerful tool in the arma-
ment of the synthetic organic chemist and pos-


sibly in that of nature itself. In this Account, we
illustrate a small selection of the many ways sin-
glet oxygen can be harnessed in the laboratory to
aid in the construction of the complex molecular
motifs found in natural products. A more philo-
sophical question is also addressed: namely, how
much do singlet oxygen oxidations influence the
biogenesis of these natural products?


All the synthetic examples surveyed in this
Account can be characterized as belonging to the
same class because they all involve the oxidation
of a substituted furan nucleus by singlet oxygen. Readily accessible and relatively simple furans can be transformed into a
host of complex motifs present in a diverse range of natural products by the action of singlet-oxygen-mediated reaction
sequences.


These reactions are highly advantageous because they frequently deliver a rapid and dramatic increase in molecular com-
plexity in high yield. Furthermore, an unusually wide structural diversity is exhibited by the molecular motifs obtained from
these reaction sequences. For example, relatively minor modifications to the starting substrate and to the reaction condi-
tions may lead to products as variable as spiroketal lactones, 3-keto-tetrahydrofurans, various types of bis-spiroketals, 4-hy-
droxy cyclopentenones, or spiroperoxylactones. In addition, two more specialized examples are discussed in this Account.
The core of the prunolide molecules and the chinensine family of natural products were rapidly synthesized using effective
and short singlet oxygen mediated strategies; this adds weight to the assertion that singlet oxygen is a very effective mod-
erator of complex cascade reaction sequences.


We also show how our synthetic investigations have provided evidence that these same strategies might be used in the
biogenesis of these molecules. In the cases of the chinensines and the litseaverticillols, an entire and diverse family of nat-
ural products was synthesized beginning from known naturally occurring furan-bearing terpenes. Additionally, in several
cases, intermediates in our syntheses have been isolated from natural sources, which suggests that we have followed the
same synthetic paths as nature.


Certainly, the limit of the synthetic potential of singlet oxygen has not yet been reached, and we can look forward to
seeing the boundaries expand in the future in a slew of new and interesting ways.


Introduction
Recent work emanating from our laboratories has


sought to explore the scope and potential of two


interwoven themes. In the first of these themes,


the development and application of tandem and


cascade reaction sequences mediated by singlet


oxygen (1O2) to the synthesis of bioactive natural


products has been targeted, and in the second, we


have sought to verify the extent to which some of


these sequences might be described as having
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biomimetic roots. The goal in the first instance was to delin-


eate highly efficient and rapid routes to the targeted natural


products, which enhanced the synthetic scope of singlet oxy-


gen, while in the second case a more philosophical hypothe-


sis captured our interest. When it comes to the biogenesis of


noncarbohydrate polyoxygenated natural products, the


polyketide theory, where synthesis begins from acetyl coen-


zyme A, quite rightly dominates, but the question remains as


to how much the influence of singlet oxygen oxidations in the


latter stages of these biogenetic scenarios has been underes-


timated; after all, the right conditions for the generation and


reaction of singlet oxygen abound in nature (particularly if we


focus on phyto-environments). More specifically, there is an


abundance of ground-state molecular dioxygen (∼20% of


atmospheric air is O2), which in the presence of any one of the


prolific natural photosensitizers (e.g., tannins, chlorophylls, and


poryphrins, to name but a few) and natural sunlight can be


excited into its singlet statessinglet oxygen (1O2). Further-


more, water is an ideal solvent for singlet oxygen chemistry,


so the aqueous cellular environments of many plants and


organisms support these reactions very well, especially since


these solutions are also full of oxidizable substrates, such as


terpenes. In this Account, a series of investigations will be dis-


cussed that reveal the progress that we have made in begin-


ning to explore certain aspects of these dual concepts.


4-Hydroxybutenolides from Furans Using
Singlet Oxygen
Even a cursory browse through the literature describing new


isolates from nature reveals that 4-hydroxybutenolides (5,


Scheme 1) and their derivatives (such as, lactones 8) are ubiq-


uitous, a fact that encouraged us to target the synthesis of


selected exemplars, especially given that it also seems sin-


glet oxygen is perfectly suited to the synthesis of this broad


class of secondary metabolites. In the laboratory setting, the


transformation of furans into 4-hydroxybutenolides mediated


by 1O2 has been well-studied,1 and many significant improve-


ments to the basic reaction have been uncovered. In its sim-


plest form, it is possible for an unsubstituted furan to readily


undergo the desired [4 + 2]-cycloaddition with photochemi-


cally generated singlet oxygen; however, the transformation


of the resulting ozonide adduct into the corresponding 4-hy-


droxybutenolide by the action of base2 has always incurred


problems. A number of elegant solutions circumventing this


obstacle have been published. As discovered by Adam and


Rodriguez,3 a silyl group can be used to stabilize the interme-


diates (1 f 5, Scheme 1), and this adaptation has seen many


successful applications.4 Alternatively, substitution of the 2-po-


sition of the starting furan with -CH(R)OH (as in 6f 5, Scheme


1),5 -CHO,1b or -COOH6 have all been employed to improve


the transformation’s outcome.


Total Synthesis of Chinensines A-E
The chinensine family of natural products, isolated from the


aerial parts of a perennial shrub (Alpina chinensis) native to


Hong Kong7 and from a Southeast Asian plant species


Etlingera elatior,8 presented an ideal opportunity to showcase


singlet oxygen’s synthetic scope. The synthetic attraction of


the compounds themselves was significantly enhanced by


novel biological activities noted for the plant extracts, which


already had a long history of use in Chinese traditional med-


icine for treatment of conditions as diverse as asthma and


generalized pain. Among the newly reported biological prop-


erties, cytotoxicity against the HeLa tumor cell line9 and cer-


tain antitumor promoting activities10 stand out as being of


particular interest.


Naturally occurring furan coronarin E (9, Scheme 2),


which was also isolated from Alpina chinensis,7 might first


be the substrate for a [4 + 2]-cycloaddition with 1O2, after


which the resulting ozonide adduct might collapse in the


presence of natural amine bases to yield the first chinensine


family members, chinensines A and B (12 and 13). In the


laboratory, this sequence was emulated, after a simple and


rapid route to coronarin E (9) had been deconvoluted, using
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silyl stabilization at the 2-position of coronarin E’s furan


moiety as the only modification (9 f 10 + 11 f 12 ×
13).11 It is worthy of note that the silylation of coronarin E


(9) afforded both of the two possible regioisomers, 10 and


11. As desired for the synthesis’ continuation, the major


product was chinensine A’s precursor, silyl furan 10 (10/11
) 3:1). The desired bias for the more sterically hindered


position had been accomplished due to the unsaturated


nature of the substituent at the 3-position of the coronarin


E’s furan.12 The photooxygenation was facilitated by the


sensitizer methylene blue and took just 2 min of irradia-


tion with a visible spectrum lamp in combination with the


administration of a stream of oxygen bubbling gently


through the solution. The reaction rates of singlet oxygen


with furans are exceedingly high, and thus very short reac-


tion times are necessary. Overoxidation should be avoided


by careful analysis of the substrate conversion. Next a two-


step reduction (using first NaBH4 followed by Dibal-H) of


chinensine A (12) furnished the lactol chinensine C (14,


88% over two steps). The final two family members, chin-


ensine D (15) and chinensine E (16), were prepared by


invoking a second classical [4 + 2]-cycloaddition between
1O2 and, in this case, the E,E-diene moiety of chinensine C


(14). An alternate sequence of events had been proposed


in the isolation paper,7 including a different [4 + 2]-cycload-


dition between 1O2 and a more electron-deficient E,Z-di-


ene that would have had trouble adopting the requisite s-cis


configuration. All the spectroscopic data for synthetically


obtained chinensine D (15) and E (16) matched that for the


natural products exactly. In this way, it was possible to


establish the relative stereochemistry of the endoperox-


ides of 15 and 16 as being cis for the first time, since they


had arisen from a concerted [4 + 2]-cycloaddition between
1O2 and an E,E-diene. The synthesis, thereby, also con-


firmed the natural product’s absolute stereochemistry and


validated our refined biogenetic proposal. Furthermore, a


rapid and efficient synthesis of the chinensine family mem-


bers A-E (12-16), employing two different modes of sin-


glet oxygen reactivity had been accomplished.


SCHEME 2 SCHEME 3
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Synthesis of the [5,5,5]-Bis-spiroketal Core
of the Prunolides
In a more ambitious application of the silyl-stabilization


method for 4-hydroxybutenolide synthesis using singlet oxy-


gen, we sought to employ an intricate cascade reaction


sequence to synthesize the core structure of an exciting new


class of potent cytotoxic compounds, the prunolides13


(Scheme 3).


The task was successfully accomplished when the architec-


turally beautiful core of the prunolide molecules was synthe-


sized in just four steps starting from furan itself.14 The last step


and crescendo of the synthesis involved subjecting 1,2-difu-


ryl alkene 20 (Z/E ≈ 1:3) to a set of standard 1O2 photooxy-


genation conditions (10-4 M Rose Bengal as sensitizer and


oxygen bubbling through the reaction solution, accompanied


by visible spectrum light irradiation for 2 min, Scheme 3).


Regardless of the starting olefin’s geometry, the reaction’s


product, obtained in high yield (80%), was the spirocyclic core


of the prunolides (23). This remarkable cascade began with


the transformation of both 2-silylfurans into their correspond-


ing 4-hydroxybutenolides following a double [4 + 2]-cycload-


dition with two molecules of 1O2 (20f 21); addition of a mild


acid (either silica gel or p-TsOH) was then enough to effect a


dehydration and cation trapping sequence that furnished the


intact spirocyclic core of the prunolides (21 f 23).


Total Synthesis of (+)-Premnalane A
The success of the spirocyclization sequence in the pruno-


lide synthesis led to speculation about whether other spiro-


cycles might be accessible using a similar concept. The


unusual γ-spiroperoxy-γ-lactone portion of the antibacterial


natural product premnalane A15 attracted immediate atten-


tion, not only because it might allow for extension of the spi-


rocyclization strategy, this time to include ketalization with a


pendant hydroperoxide moiety instead of the previously used


hydroxyl group, but also because a tandem reaction sequence


employing two different modes of singlet oxygen might be


used to access the γ-spiroperoxy-γ-lactone portion in a one-


pot operation beginning from a simple furan precursor


(Scheme 4).16 The concept, outlined in Scheme 4A, involved


once again employing a silyl-substituted furan to 4-hydroxy-


butenolide transformation, mediated by 1O2, as the kick-off


reaction (24 f 25). By appending an allyl group to the 5-po-


sition of the starting furan, we hoped that an ene reaction


might follow thus placing a hydroperoxide moiety either � or


γ to the 4-hydroxybutenolide (25 f 27 or 25 f 26). These


hydroperoxides might, in turn, cyclize under the influence of


a mild acid (e.g., p-toluenesulfonic acid (PTSA) or SiO2) to yield


the [5,5]- or the desired [5,6]-spiroperoxylactone motifs (27f
29 or 26 f 28). This proposed tandem reaction sequence is


not as simple as it first appears due to a number of mecha-


nistic hurdles that needed to be negotiated.16 The plan was


realized, and (+)-premnalane A was rapidly synthesized


(Scheme 4B) in one pot starting from 2-silyl-furan 30.16 Furan


30 had itself been synthesized in a short and straightforward


sequence (6 steps, 53% overall yield), beginning from (+)-


sclareolide, which made use of a very efficient allenone to


furan methodology.17 Interestingly, the tandem reaction


sequence’s intrinsic bias toward the [5,5]-peroxylactone, rather


than premnalane A’s [5,6]-spiroperoxylactone, could be min-


imized by simply changing the reaction solvent from a polar


variant (such as MeOH, which gave 31/32 ) 4:1) to a non-


polar variant (such as toluene, which gave 31/32 ) 1.2:1). As


had been predicted, premnalane A’s unique steric environ-


ment afforded exclusively the Z-geometry in the newly formed


double bond from the ene reaction.


Synthesis of γ-Spiroketal-γ-lactones
The premnalane A synthesis illustrated that an ene reaction


could be used to install a nucleophile (a hydroperoxide), which
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may then be used in a spiroketalization reaction with an


already present 4-hydrobutenolide moiety. The question for


the investigation now became whether the nucleophile (for


example, a hydroxyl group) could be included prior to the


construction of the 4-hydroxybutenolide, thus opening up a


potential synthetic route toward a slew of exciting and bioac-


tive natural products such as pyrenolide D (33),18 crassalac-


tone D (34),19 and the stemoninines (35).20 It is known that


substitution with an R-hydroxyl group on the 2-alkyl substitu-


ent of the furan precursor leads to rapid fragmentation of the


ozonide adduct obtained from the [4 + 2]-cycloaddition


between this furan and 1O2 (6 f 5, Scheme 1). But what fate


awaits the corresponding 2-(γ- or δ-)hydroxyalkyl) substituted


furans upon treatment with singlet oxygen? It was postulated


that if a furan bearing no stabilizing substituents (such as 36
where R1 ) H, Scheme 5A) was subjected to the standard set


of 1O2 oxygenation conditions, the ozonide adduct of the [4


+ 2]-cycloaddition might be attacked by the pendant hydroxyl


to yield a spirocyclic hydroperoxide (e.g., 37 f 38), which


would dehydrate to give a spirolactone (such as 40) of the sort


needed for the synthesis of the aforementioned natural prod-


ucts. Alternatively, if a silyl group at the 2-position of the furan


were included from the outset (such as 36 where R1 ) SiR3,


Scheme 5A), the pendant hydroxyl might cyclize to form again


the desired spirolactone, but this time it would be through ket-


alization with the 4-hydroxybutenolide that would be pro-


duced upon reaction of the furan with singlet oxygen (36 f
41 f 40). Proof of principle was very recently obtained for


this new synthetic strategy (Scheme 5B). The required pen-


dant hydroxyl was installed enantioselectively into the furan


precursor 42 using a Sharpless asymmetric dihydroxylation.


The resulting diol 43 was subjected to a standard set of 1O2


reaction conditions (methylene blue as sensitizer, oxygen bub-


bling through the solution, and visible spectrum light irradia-


tion for 3 min), and then acetic anhydride and pyridine were


added into the same pot to afford spirolactone 44 (in good


yield, 57% over two steps). Work to complete the synthesis of


pyrenolide D (33), crassalactone D (34), and selected stemo-


ninines (35) using this one-pot transformation is ongoing.


Synthesis of [5,5,5]- and
[6,5,6]-Bis-spiroketals
The above example illustrates how one pendant hydroxyl can


readily be encouraged to cyclize after singlet oxygen oxida-


tion of a furan nucleus. Can this concept be extended so that


two pendant hydroxyls might be included at the γ or δ posi-
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tion of the alkyl substituents of a 2,5-disubstituted furan in


order that they might subsequently be encouraged to sequen-


tially cyclize, thus forming a bis-spiroketal moiety (as found in


a host of important natural products, such as the pteriatox-


ins,21 pinnatoxins,22 or spirolides,23 Scheme 6)? It should be


noted that the concept of oxidizing a furan nucleus with the


ultimate goal of synthesizing a bis-spiroketal motif, is not in


itself new.24 Indeed, the synthesis of a bis-spiroketal ring sys-


tem was first reported using electrochemical methods to oxi-


dize a simple furan bearing the requisite hydroxyl substituents


in a one-pot procedure.25 Later Albizati,26 Kocienski,27 and


Stockman28 all deployed electrophilic bromine as an oxidant


to transform various furans into bis-spiroketals. In the last of


these cases, a one-pot operation was also employed. The


advantages of using a singlet oxygen based approach are


multiple; first, 1O2 is highly selective and requires little by


the way of protection for other functional groups, and sec-


ond, the whole transformation is easily performed in one


pot with all the inherent advantages of efficiency that such


an approach holds. The concept is outlined in Scheme 6A.


To test the hypothesis, a model precursor to the pteriatoxin


and pinnatoxin bis-spiroketal systems was synthesized


using simple alkylation, acylation, and Wittig technolo-


gies.29 A double bond was included to allow for the intro-


duction of the requisite tertiary alcohol at a later stage. This


diol 52 was then subjected to a standard set of 1O2 pho-


tooxygenation conditions (methylene blue as sensitizer,


oxygen bubbling through the reaction mixture, and visible


spectrum light irradiation for 5 min, Scheme 6B). The


hydroperoxide (analogous to 50) that resulted was reduced


in situ using dimethyl sulfide (DMS), after which, addition of


catalytic TsOH promoted the final desired cyclization event,


such that the one-pot procedure furnished bis-spiroketal 53
in excellent yield (80%). The same protocol could be


applied to other systems;29 thus, a general and versatile


method for making [5,5,5]- or [6,5,6]-bis-spiroketal units


(depending on the hydroxyl’s positioning in the precursor)


in one pot had been developed.


Synthesis of [6,6,5]-Bis-spiroketals
With the previous method in mind, if one examines the struc-


ture of the bis-spiroketal unit of the pteriatoxins, pinatoxins, or


spirolides, it is obvious that if an R-ketone can be placed on


the alkyl substituent at the 2-position of the furan precursor,


a handle (see structure 59, Scheme 7A) would then be pro-


vided for the introduction of the requisite tertiary alcohol


present on a flanking six-membered ring of the bis-spiroketal


unit. It was of interest, therefore, to pursue this idea; how-


ever, the effect of such a substitution on the photo-


oxygenation-spirocyclization sequence was far from clear for


it also appears that if a transketalization event occurred dur-


ing this process, it might instead deliver a [5,6,6]-bis-spiroketal


unit (see structure 61, Scheme 7A). Far from yielding an


unwanted dead-end, this result would in turn be exciting,


because the [5,6,6]-bis-spiroketal motif present in such natu-


ral products as salinomycin30 and narasin31 (Scheme 7) is of


exactly this type. Indeed, a reasonable hypothesis might pro-


pose a biogenetic link among all these natural products with


transketalization being responsible for the interconversion


between the two types of bis-spiroketal (i.e., [5,6,6]-bis-


spiroketal f [6,5,6]-bis-spiroketal). It should be noted here


that an elegant synthesis of salinomycin was published by


Kocieński and co-workers in the 1990s that had an N-bromo-


succinimide (NBS)-mediated furan oxidation/bis-spiroketal for-


mation sequence at its heart.27b,c Upon initiation of the


investigation designed to deconvolute these issues, the syn-
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thesis of selected model compounds soon revealed two com-


peting fragmentation processes that clouded matters.32 A


mechanistically similar fragmentation to one of the two we


observed (see 62 f 63 f 64) had been previously reported


in furylic aldehydes subjected to singlet oxygen photo-


oxygenation.1b Fortunately, further experimentation revealed


that the kinetics of these reactions worked in our favor, and,


when diol 56 was treated to the established 1O2 reaction con-


ditions (10-4 M methylene blue as sensitizer, oxygen bub-


bling through a cooled solution, and visible spectrum light


irradiation for 5 min), followed by DMS-mediated reduction


and subsequent addition of mild acid (p-TsOH) to assist the


final cyclization, the formation of salinomycin-type [5,6,6]-bis-


spiroketal 61 as the major product (53%) was observed. The


product of an unwanted fragmentation, spirolactone 64, was


also observed but in a much reduced percentage (22%) com-


pared with the earlier model studies. A simplified explana-


tion of the outcome is as follows: from diol 56, an ozo-


nide adduct (57) is initially formed that may suffer any one of


three different fates (see pathways a, b, and c, Scheme 7A).


The product distribution would suggest that pathway c attack


is the fastest (thus, suppressing pathway b altogether) of these


alternatives, but that pathway a does still compete to a small


extent. In this way, the reaction is funneled down two dis-


tinct avenues; first, the dominant pathway converts the ozo-


nide 57 into spirocycle 60 through sequential pathway c and


a attacks in quick succession, the resultant hydroperoxide 60
is then reduced (by DMS) and subject to transketalization


(upon addition of TsOH) to furnish the desired [5,6,6]-bis-


spiroketal 61. The minor pathway sees a type a attack on the


ozonide 57 to yield spirocycle 62, which then fragments to


give spirolactone 64. Thus, a model for the [5,6,6]-bis-


spiroketal motif of salinomycin had been synthesized in one


pot from a readily accessible acyl furan.


SCHEME 7


Polyoxygenated Natural Products from Furans with 1O2 Montagnon et al.


Vol. 41, No. 8 August 2008 1001-1011 ACCOUNTS OF CHEMICAL RESEARCH 1007







Total Synthesis of Litseaverticillols A-G, I,
and J
In the previous three schemes, we have delineated how


intramolecular ozonide trappings can be productively


employed in synthesis. The next example of singlet oxygen’s


prowess as a synthetic tool illustrates how intermolecular


nucleophilic attacks can also be successfully applied to the


synthesis of interesting natural products. The litseaverticillols


were isolated after bioassay guided fractionation of extracts


taken from the leaves and twigs of a perennial shrub (Litsea
verticillata) found growing in Vietnam’s Cuc Phuong National


Park.33 This series of eight new natural products all exhib-


ited inhibitory activity against HIV-1 replication in specialized


HOG.R5 cells.33c Crucially their antiviral activity was selective


and did not affect the growth of the host cell. In the synthetic


plans, two highly efficient one-pot singlet oxygen oxidation


sequences were envisaged that would furnish the litseaverti-


cillols rapidly from a simple furan precursor. The first ambi-


tious cascade sequence would target the natural product’s


hydroxy enone core and would deliver the so-called first gen-


eration litseaverticillols. Further singlet oxygen mediated func-


tionalization of the side chains would then furnish the second


generation natural products. Our strategy began from a nat-


urally occurring furan, sesquirosefuran (E-71, Scheme 8), and


was designed to be biomimetic, an assertion later proved cor-


rect through a structural reassignment34b and via several other


critical observations.34 The proposal for the synthesis of the


first generation litseaverticillols is outlined in Scheme 8A and
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involves a five step cascade reaction sequence beginning from


sesquirosefuran (E-71) and its geometrical isomer, both of


which may be synthesized in short order from citraconic anhy-


dride.34 A classic [4 + 2]-cycloaddition between the starting


furan 65 and singlet oxygen would serve to initiate the


sequence; this reaction would be followed immediately by


nucleophilic attack of the solvent (MeOH), thus opening the


resulting ozonide 66 to yield a hydroperoxide 67, which


would, in turn, be reduced in situ to furnish hemiketal 68. It


was hoped that this hemiketal 68 would collapse by eliminat-


ing MeOH to furnish the achiral 1,4-enedicarbonyl 69, which


would then succumb to an intramolecular aldol reaction


thereby furnishing the first generation litseaverticillols (repre-


sented here by 4-hydroxy cyclopentenone 70). That the lit-


seaverticillols were isolated as racemates supports the idea of


intermediacy for a common conjugated achiral precursor such


as 69 (furthermore, we suspected that the ∆6,7 geometry of


the starting furan might prove irrelevant due to facile isomer-


ization catalyzed by mild base at this stage). This blueprint was


executed when sesquirosefuran E-71 (or its geometric isomer,


Z-71) was treated with singlet oxygen. As had been predicted,


singlet oxygen proved to be highly selective, reacting, at this


stage, only with the furan moiety leaving the distal double


bonds intact. Thus, litseaverticillols A (E-72) and B (Z-72) were


synthesized in a one-pot operation from the corresponding


furans. Following a change of solvent to CH2Cl2, a second sub-


jection to 1O2 reaction conditions afforded the hydroperox-


ide products of ene reactions E-73, E-74 and Z-73, Z-74; these


were reduced in situ upon the addition of triphenylphosphine


to furnish litseaverticillols D, the proposed structure for lit-


seaverticillol E, litseaverticillols F and G, and litseaverticillols I


and J. Isolation of the intermediary hydroperoxides combined


with careful analysis of NMR data led to reassignment of the


structure for litseaverticillol E as being that of hydroperoxide


E-73, a feature which lent credence to our suggested biogen-


esis for these compounds. Furthermore, minor amounts of


scrambling at the ∆6,7 double bond were observed indicat-


ing that sesquirosefuran (E-71) might indeed be the common


precursor to all the litseaverticillols as had been originally pro-


posed. Overall an extremely efficient synthesis of this family


of compounds had been delineated, which allowed samples


of scarce or, as yet, not isolated cogeners (litseaverticillols I


and J) to be supplied for further biological testing.
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Synthesis of 3-Keto-tetrahydrofurans
In the explorations described thus far, we have seen what hap-


pens if a furan oxidation substrate has an R-hydroxyl at the


2-alkyl substituent (leads to fragmentation, Scheme 1) or a


γ/δ-hydroxyl (affords intramolecular trapping to give a


spiroketal, Schemes 5–7), but the effect of placing the


hydroxyl at the �-position has not yet been probed. Obviously,


an intramolecular nucleophilic ozonide opening of the sort


seen with γ/δ-hydroxyls is unlikely because it represents an


unfavored 4-exo-cyclization. Drawing on the litseaverticillols


experience, however, it was interesting to wonder whether,


when MeOH is employed as the photooxygenation solvent,


the analogous 1,4-enedione (see 80 f 85, Scheme 9) might


be obtained. This unsaturated 1,4-enedione might then be the


subject of an intramolecular Michael-type addition to yield the


cyclized motif seen in 86. As one might suspect from the gen-


eral themes of this Account, such a motif is of interest because


it can be found in a diverse range of interesting natural prod-


ucts, such as the scabrolides,35 and one might, once again, ask


whether nature uses this type of reaction sequence to create


the motif. To explore this notion, the model substrate, furan


87, was synthesized via a short sequence and then subjected


to a standard set of 1O2 reaction conditions for 3 min. Follow-


ing a change of solvent (removal of the MeOH in vacuo and


replacement with CDCl3), an in situ reduction using dimethyl-


sulfide afforded the desired enedione (88, as seen by 1H


NMR), which could be coaxed to cyclize in the desired man-


ner upon addition of catalytic amounts of TsOH. Thus, spiroke-


tone 89 was obtained in good yield (83%). Application of an


analogous one-pot operation to the synthesis of the sca-


brolides is feasible.


Conclusion
In this Account, we have described a selection of furan nucleus


transformations mediated by singlet oxygen driven reaction


sequences. In general, the furan substrates are simple and


readily accessible, while the product motifs accessed are


diverse and complex. These highly efficient synthetic meth-


ods and strategies have targeted bioactive natural products (or


key motifs from such molecules). It is hoped that the transfor-


mations described herein will attest to the power of singlet


oxygen as a synthetic tool and persuade others to explore its,


as yet, mostly untapped potential.


In addition, the investigations have uncovered some evi-


dence that these strategies might be biomimetic.36 Once


again, more research can and will be done to investigate the


hypothesis that singlet oxygen is a major player in late stage


synthesis and manipulation of polyoxygenated terpenoid nat-


ural products. Until then, this idea remains attractive but with-


out definitive proof.


All the students who have been involved in these projects are


thanked for their contributions.
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C O N S P E C T U S


Although Staudinger reported the reaction between ketenes and
imines 100 years ago (1907), this process is still the most gen-


eral and useful method for the synthesis of �-lactams and their deriv-
atives. This reaction is a [2 + 2] thermal cycloaddition in which two
chiral centers may be generated in one preparative step. Staudinger
reactions involving R,�-unsaturated imines or ketenes have issues con-
cerning the [2 + 2] or [4 + 2] periselectivity of the reaction. This
Account discusses how the main factors that determine the regiochemi-
cal and stereochemical outcomes of this reaction were elucidated with
computational and experimental data. This fruitful interplay between
theory and experiment has revealed that the [2 + 2] cycloaddition is actually a two-step process. The first step is a nucleo-
philic addition of the nitrogen atom of the imine on the sp-hybridized carbon atom of the ketene. This attack forms a zwit-
terionic intermediate that evolves toward the final �-lactam cycloadduct. The second step can be viewed as a four-electron
conrotatory electrocyclization that is subject to torquoelectronic effects. When R,�-unsaturated imines are used, the zwitte-
rionic intermediates yield either the corresponding 4-vinyl-�-lactams or the alternative 3,4-dihydropyridin-2(1H)-ones. In this
latter case, the cyclization step consists of a thermal disrotatory electrocyclization. In the context of stereoselectivity, it is
usually assumed that the first step takes place through the less hindered side of the ketene. The cis-trans selectivity of
the reaction depends on the geometry of the imine. As the general rule, (E)-imines form cis-�-lactams whereas (Z)-imines
yield trans-�-lactams. Most of the experimental results point to the two-step model. The asymmetric torquoselectivity of the
conrotatory ring closure of the second step accounts for the stereochemical discrimination in the reaction of chiral ketenes
or chiral imines. Nevertheless, recent studies have revealed that isomerization paths in the imine or in the zwitterion may
determine the stereochemistry of the reaction. Thus, if the rotation about the N1-C4 bond of the zwitterion intermediate
is faster than the cyclization, the formation of trans-�-lactams from (E)-imines is biased. Alternatively, in some cases, the
(E)-(Z) isomerization of the starting imines prior to the cycloaddition steps also results in the formation of trans-cycload-
ducts. Although the main variables that govern the outcome of the reaction have been elucidated, there are still several aspects
of the reaction yet to be disclosed. Finally, the discovery of the catalytic version of the reaction is a new and formidable
mechanistic challenge and will be a nice playground for forthcoming theoretical-experimental discussions.


1. Introduction
Staudinger reported in 1907 the reaction of diphe-


nylketene (1a) or dimethylketene (1b) and N-phenyl


benzylideneamine (2a) yielding 1,3,3,4-tetrapheny-


lazetidin-2-one (3a) and 3,3-dimethyl-1,4-dipheny-


lazetidin-2-one (3b), respectively.1 After 100 years,2


this general reaction yielding �-lactams is the


method of choice for the synthesis of these strained


heterocycles.3 The relevance of this venerable cen-


tenary reaction has steadily increased during the


years. Today the azetidin-2-ones (�-lactams) main-


tain their fundamental role as antibacterial agents in
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medicinal chemistry,4 and they are widely used as key synthetic


intermediates.5


The reaction written in Scheme 1 is straightforward from a


synthetic point of view. However, few other reactions have


raised such longstanding debate about their mechanisms. The


interest in these apparently simple processes may be due to


the following features:


• The concerted or stepwise nature of the cycloaddition.


• Two stereogenic centers may be formed during the


cycloaddition reaction whose formation can be effected


with complete stereocontrol.6


• For R,�-unsaturated imines7 or ketenes,8 the formation of


unsaturated δ-lactams is also conceivable, a fact that poses


novel stereoselectivity and periselectivity issues.


• The catalytic Staudinger reaction9 between ketenes and


imines has opened novel methodologies for the synthesis


of enantiopure �-lactams and derivatives using homochiral


organometallic10 and organic catalysts, posing novel mech-


anistic clues.11


The complexity of these processes was exposed by the pio-


neering work of Cooper et al..12 In this Account, we discuss the


main features, unsolved aspects, and challenges posed by this


fascinating reaction in its centennial.


2. Mechanism of the Reaction between
Imines and Ketenes: Concerted or
Stepwise?
The formation of a �-lactam from the interaction between a


ketene and an imine is, formally, a [2 + 2] cycloaddition. The


Woodward and Hoffmann13 rules allow these thermal


cycloadditions provided that the reactions follow a [π2s +
π2a] approach. The low steric congestion of the sp-hybrid-


ized carbon atom of the ketene makes this sterically demand-


ing mechanism possible. Additionally, [π2s + (π2s + π2s)]


mechanisms can be proposed for this reaction, in a way sim-


ilar to that suggested by Zimmerman14 for the reaction


between ketenes and alkenes to form cyclobutanones. Over


the years, several computational studies on model systems in


the gas phase have pointed to these concerted mechanisms.15


The simplest situation depicted above complicates when


the mechanisms of these reactions are studied in solution.


Overwhelming experimental3,6,7 (vide infra) and computa-


tional16,17 evidence indicates that the mechanism in solu-


tion18 of the Staudinger reaction between ketenes and imi-


nes is not concerted but stepwise. The accepted current


mechanism for these reactions in solution involves the initial


nucleophilic addition of the imine nitrogen atom to the cen-


tral carbon atom of the ketene to form a zwitterionic interme-


diate (Scheme 2).


Electrostatic interactions and the transfer of electron den-


sity from the ketene 1 to the imine 2 (Figure 1A), forming an


acyclic intermediate with a new C-N σ bond, favor this attack


(Figure 1B). Therefore, this step is not symmetry-restricted and


the C1-N2-C3-C4 dihedral angle can adopt any value.


The isolation of these zwitterionic intermediates or their detec-


tion has been a widely pursued goal. Kagan19a and Bellus19b


reported the formation of trans-thiazolidin-4-one 1,1-dioxides 4
by reaction between ketenes 1c and imines 2a in the presence


of liquid SO2. Formation of cycloadducts 4 was postulated to


occur by cheletropic reaction of SO2 on the zwitterionic interme-


diates INTa (Scheme 3a). Moore7b reported the formation of


amides 5 by the reaction of ethanol with intermediates INTb
arising from the reaction between chlorocyanoketene 1d and


imidate 2b (Scheme 3b). We observed20 the formation of δ-lac-


tams 6 in the reaction between ketene 1e and imine 2c. Since


[2 + 2 + 2] reactions are very improbable in the absence of suit-


able catalysts, we attributed the formation of these cycloadducts


to the [4 + 2] cycloaddition between a second equivalent of


imine 2c and the INTc (Scheme 3c).


Pacansky21 and Wentrup22 reported the formation of zwit-


terions INTd,e from the reaction between stabilized ketenes


1f,g and imidazoles 7 or pyridine, respectively (Scheme 4a,b).


In these cases, the aromaticity of the heterocycles precluded


the evolution of these zwitterions to the �-lactam products.


However, when electron-withdrawing groups are present in


the imidazole ring, new IR bands observed at 1770 cm-1


were attributed21 to the formation of �-lactams 3c (Scheme


SCHEME 1. The Reactions between Ketenes 1a,b and N-Phenyl
Benzylideneamine, 2a, as Reported by Staudinger in 1907


SCHEME 2. The Stepwise Mechanism of the Staudinger Reaction
between Ketenes 1 and Imines 2


Staudinger Reaction between Ketenes ankd Imines Cossı́o et al.


926 ACCOUNTS OF CHEMICAL RESEARCH 925-936 August 2008 Vol. 41, No. 8







4a). Pannunzio23 reported the unambiguous formation of


intermediates INTf in the reaction between ketenes of type


1h and N-silylimines 2d (Scheme 4c). These intermediates


were completely characterized and transformed into the cor-


responding N-silyl-�-lactams 3d.


The zwitterionic intermediates INTd and INTf depicted in


Scheme 4 formed the corresponding �-lactams 3c,d. The for-


mation of the �-lactam ring should take place via conrota-


tory electrocyclization of the zwitterionic intermediate (Scheme


5). However, the extension of the classical Woodward-
Hoffmann [π4c] mechanism to the second step of the


Staudinger reaction is not direct,24 since the frontier molecu-


lar orbitals (FMOs) of the intermediates INT are different in


nature from the ones of 1,3-butadiene. The FMOs of the zwit-


terionic intermediates derived from the initial attack of the


imine lone pair to the ketene are the unperturbed highest


occupied molecular orbital (HOMO) of the ketene and lowest


unoccupied molecular orbital (LUMO) of the imine (π and π*,


respectively, Figure 1B). Therefore, the second step of the


Staudinger reaction can also be viewed as an intramolecular


Mannich-like reaction, in which the π MO (similar to the


HOMO of an enolate) experiences nucleophilic addition on the


π* LUMO, analogous to the LUMO of an imine or iminium


cation.16,24 However, this intramolecular nucleophilic addi-


tion is facilitated by a in-phase coupling between the π and π*


FMOs (Figure 2A), leading to a topology between the termi-


nal atoms similar to that found in the HOMO of butadiene.


This results in a conrotatory motion to form the new σ C3-C4


bond, denoted in purple in Figure 2. The π-π* mixing can be


observed in the canonical LUMO corresponding to TS2a (Fig-


ure 2B).


The strong analogy observed in the torquoselectivity of


these reactions compared with the conrotatory electrocyclic


reactions of butadienes further supports the pericyclic reactiv-


ity of the zwitterions formed in the Staudinger reaction. Houk


coined the term torquoselectivity to define the stereoelectronic


effects associated with the torsion of a π-system to form a


cycle.25 The positions of the substituents at the terminal car-


bon atoms in conrotatory electrocyclizations are not equiva-


lent in the corresponding transition structures, with electron-


donating groups having a strong bias for the outward


positions and electron-withdrawing groups preferring the


inward positions.26 The analysis of the relative energies of the


transition structures having inward and outward substituents


[∆∆Ein-out ) ∆Ea(TSinward) - ∆Ea(TSoutward)] shows a linear cor-


relation between the transition structures corresponding to the


electrocyclization of 1,3-butadienes27 and the analogous zwit-


terionic intermediates of the Staudinger reaction28 (Figure 3).


The slope of the linear regression is close to 1.0, thus indicat-


ing that the torquoelectronic effects operating in both reac-


tions are very similar in magnitude.


3. Periselectivity


The reaction of ketenes and R,�-unsaturated imines can yield


either �- or δ-lactams (Scheme 5). This fact introduces the


question of [2 + 2] vs [4 + 2] periselectivity. Now, conrota-


tory electrocyclization of intermediates INT� leads to 4-vinyl-


�-lactams 3e, whereas disrotatory ring closure of the INTδ
conformers yields the corresponding δ-lactams 7.7,20


The analysis of the FMOs of both intermediates leads to the


diagrams shown in Figure 4. For INT�, the termini at C3 and


C4 (highlighted in purple) require a conrotatory motion to


form the �-lactam cycloadducts 3e. The in-phase coupling of


π and π* in INTδ requires disrotatory electrocyclization to


yield the six-membered cycloadduct 7. These π-π* interac-


tions are also found in the HOMO of the transition structure


associated with formation of δ-lactams 7 (Figures 4 and 5).


FIGURE 1. The first step of the Staudinger reaction: (A) electrostatic
potential projected onto electron density (red, -50 kcal/mol; blue,
+37 kcal/mol) and charges of ketene and formaldimine (in atomic
units, including those of the hydrogens attached to the heavy
atoms); (B) orbital interaction diagram associated with the
formation of the C-N bond. The depicted MOs correspond to the
canonical orbitals computed at the HF/6-31G* level of theory.
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Zwitterions INT� and INTδ derived from ketene 1 and


imines 2e (Scheme 5) may equilibrate via rotation about


the C4-C bond.29 Therefore, the relative energies of the


conrotatory or disrotatory transition structures determine


the periselectivity ([4 + 2] vs [2 + 2] cyclization) of the reac-


tion. Figure 5 shows the general shapes of both transition


structures. It is clear that the steric interaction between the


R2 and R3 groups in the disrotatory transition structure (Fig-


ure 5B) is stronger than that in the conrotatory transition


structure (Figure 5A). Therefore, preferential or exclusive


formation of [2 + 2] cycloadducts is expected, especially


when both R2 and R3 are bulky substituents. This fact has


been demonstrated experimentally in the reaction between


chloroketenes 1d and 1i and imines 2f,g7a and 2h,i7b


(Scheme 6). For R ) H, only [2 + 4] cycloadducts are


obtained, whereas for R ) Ph (imines 2h,f, R ) Ph), only the


[2 + 2] cycloadducts are obtained.


The alternate situation, namely, the reaction between


vinylketenes and imines may form either 3-vinyl-�-lactams or


SCHEME 3. Trapping Experiments in the Interaction between Ketenes and Molecules Containing CdN Bonds


SCHEME 4. Direct Detection of the Intermediate Zwitterions in the Interaction between Ketenes and Molecules Containing CdN Bonds


SCHEME 5. Reaction between Ketenes and R,�-Unsaturated Imines
2e To Yield �-Lactams 3e or δ-Lactams 7
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5,6-dihydropyridin-2(1H)-ones. Experimental results indicate


that both vinylketene30a 1j and methylvinylketene30b 1k yield


the corresponding [2 + 2] cycloadducts 3h-j exclusively.


Bulkier silylvinylketenes like 1p form exclusively the corre-


sponding [4 + 2] cycloadducts8 (Scheme 7). This latter reac-


tion has not been studied computationally.


FIGURE 2. (A) Orbital topology associated with the conrotatory
electrocylization leading to �-lactams. The hollow arrows
emphasize the in-phase coupling between the π and π* FMOs of
the zwitterionic intermediates shown in Figure 1. (B) Main geometric
features and shape of the HOMO of the second step of the
formation of �-lactams.


FIGURE 3. Differences in computed activation energies between
3-in and 3-out transition structures in the second step of Staudinger
reaction between monosubstituted ketenes and formaldimine
(∆∆Ein-out) and in the conrotatory electrocyclic reaction of 3-
substituted cyclobutenes (∆∆Ein-out′).


FIGURE 4. Orbital topologies associated with the second step of
the ketene-R,�-unsaturated imine reaction: (A) conrotatory
electrocyclization leading to 4-vinyl-�-lactams; (B) disrotatory
electrocyclization leading to γ,δ-unsaturated-δ-lactams; (C) main
geometric features and shape of the HOMO of the second step of
the Staudinger reaction leading to the formation of δ-lactams. The
hollow arrows emphasize the in-phase coupling between the π and
π* FMOs of the corresponding zwitterionic intermediates as shown
in Figure 1.


FIGURE 5. General shape of the conrotatory (A) and disrotatory (B)
transition structures for the second step of the reaction between
ketenes and R,�-unsaturated imines to yield �- and δ-lactams,
respectively.
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4. Cis-Trans Selectivity


The reaction of unsymmetrically substituted ketenes or imi-


nes may form cis- and trans-�-lactams (Scheme 8).


The stepwise model for the Staudinger reaction allows the


imine nitrogen of 2 to interact with the LUMO of ketene 1
either via the less hindered side of this reagent to yield inter-


mediates INTexo (exo attack, Scheme 9) or by the opposite side


of the ketene (endo attack, INTendo). Steric considerations lead


to the expectation of the preferential formation of exo inter-


mediates INTexo. It is noteworthy that the exo attack in the first


step of the Staudinger reaction forms transition structures TS2′
having the largest substituent of the ketene at the 3-out posi-


tion. The torquoelectronic model predicts preferential 3-out


transition structures when π-donors are present (vide supra).


Therefore, the preferential exo attack in the first step of the


reaction results in lower energy conrotatory transition struc-


tures.16 This fact leads to cis-�-lactam from (E)-imines and to


trans-�-lactams from (Z)-imines. Thence, cyclic imines having


a fixed Z-configuration react with ketenes yielding trans-�-


lactams, while acyclic imines ((E)-isomers) should form prefer-


entially or exclusively cis-�-lactams (Scheme 9).31


In many cases, the experimental results nicely agree with


the model. Thus, cyclic imines,31,32 like 2o,p result in the


exclusive formation of trans-�-lactams, whereas acyclic imi-


SCHEME 6. Examples of the Periselectivity of the Staudinger
Reaction between Ketenes and R,�-Unsaturated Imines


SCHEME 7. Examples of the Periselectivity of the Staudinger
Reaction between Vinylketenes and Imines


SCHEME 8. Formation of cis- and trans-�-Lactams from the
Staudinger Reaction between Monosubstituted Ketenes and
Aldimines


SCHEME 9. General Stereochemistry of the Staudinger Reactiona


a S and L stand for small and large substituents, respectively.
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nes like 2n yield the cis cycloadducts as major isomers24b


(Scheme 10).


However, an alternative explanation would be competing


isomerization paths between the intermediate zwitterions (E)-


INT and (Z)-INT (Scheme 11). This possibility was suggested


for the Staudinger reaction involving imidates (ROCHdNR′), in


which always the corresponding trans-4-alkoxy-�-lactams are


obtained.33 Xu et al. explored this isomerization in a series of


outstanding studies.24,32 According to these authors assum-


ing an exo attack in the first step of the reaction, the zwitteri-


onic intermediate (E)-INT can evolve in two ways: it can


cyclize to form the corresponding cis-�-lactam, or it can


isomerize via rotation about the N1-C4 bond to form the cor-


responding intermediate (Z)-INT, which irreversibly cyclizes to


the trans-cycloadduct (Scheme 11).


Banik34 reported that methoxyketene derived from meth-


oxyacetyl chloride reacts with imine 2a to form the cis-�-lac-


tam cis-3n, while imine 2q forms exclusively the cycloadduct


trans-3n. These experimental results pointed to the more com-


plex kinetic scheme depicted in Scheme 12, which has been


thoroughly examined by us and Banik to explain this stereo-


divergent behavior.35 B3LYP/6-31G* simulations (including


solvent effects) indicated that when the substituent in the


imine nitrogen is Ph, the nucleophilic attack on the ketene is


faster than the E/Z-isomerization of the imine, thus yielding


the cis-�-lactam 3n. When this substituent is 1-naphthyl, the


isomerization is faster than the nucleophilic attack and only


trans-3n is obtained. Therefore, the stereochemical outcome


of the Staudinger reaction in some cases is also dependent on


the isomerization of the imine prior the cycloaddition stag-


es.36


5. The Enantioselectivity Question


Scheme 13 depicts both possible intermediates leading to


enantiomeric cis-2-azetidinones. In the absence of chiral sub-


stituents either at the ketene or at the imine, the intermedi-


ates INT are enantiomeric pairs of conformers, which may


SCHEME 10. Examples of the Formation of cis- and trans-�-Lactams
from Acyclic and Cyclic Imines


SCHEME 11. Formation of cis- and trans-�-Lactams via exo Attacks
of (E)-Imines, According to the Kinetic Scheme Proposed by Xu et al


SCHEME 12. Kinetic Scheme for the Formation of cis- and trans-�-
Lactams in the Reaction of Methoxyketene and N-Aryliminesa


a Exo-attacks followed by isomerization of the zwitterionic intermediates or the
starting imines are considered.
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interconvert via rotation about the N1-C2 bond. If the dihe-


dral angle ω ) C4-N1-C2-C3 is negative, the formation of


�-lactam 3M takes place via clockwise conrotation about the


C4-N1 and C2-C3 bonds in concert with rotation about the


N1-C2 bond (ω f 0). Similarly, anticlockwise conrotation of


INTP leads to the enantiomer 3P.


When substituents R1, R2, and R3 are achiral, both transi-


tion structures TS2M and TS2P (Scheme 12) are isoenergetic


and a racemic pair of 3M and 3P is obtained. However, should


any substituent R1-R3 be chiral and its effect on the relative


energies of TS2M and TS2P proved to be large enough, the


predominant or exclusive formation of one of the possible cis-
stereoisomers will be expected. Enantiomerically (with respect


to the four-membered ring) enriched or pure 2-azetidinones


have been obtained by placing chiral auxiliaries in all the


available positions of the imine and the ketene.


5.1. Imines Having Chiral Auxiliaries at the Nitrogen.
Simple C2-symmetric chiral groups incorporated at the N1-po-


sition of the emerging �-lactam ring produced excellent dias-


tereoselectivities,37 while other chiral substituents at the imine


nitrogen usually produce fair selectivities. The nearly com-


plete diastereoselectivities observed in the reaction of ketenes


derived from acid chloride 10b with hydrazones 2r to yield


(3R,4S)-�-lactams 3o (Figure 6) have been studied at the


B3LYP/6-31G* level showing that the origin of this selection


is the unfavorable inside axial disposition of one of the pyr-


rolidine’s Me-groups in TS2pa, which is not present in TS2Ma.


5.2. Chiral Ketenes. Evans and Sjogren38 showed that


ketenes derived from chiral 2-((S)-2-oxo-4-phenyloxazolidin-


3-yl)acetyl chloride 10c can react with imines to yield cis-�-


lactam (3S,4R)-3p with excellent diastereocontrol. The origin


of this stereocontrol stems from the orientation of both CdO


dipoles in transition structures TS2Mb and TS2Pb (Figure 7).39


The lowest energy saddle point has the phenyl group out-


side the emerging �-lactam ring, whereas the (3-out, 4-in)-


transition structure has the Ph-group inside, resulting in a


more crowded transition structure for this last arrangement.


SCHEME 13. Formation of Chiral �-Lactams via Clockwise or
Anticlockwise Conrotationsa


a ω denotes the dihedral angle C4-N1-C2-C3 of the �-lactam ring to be
formed.


FIGURE 6. A selected example of high diastereoselection induced
from the N1 position of the �-lactam to be formed. Geometries and
relative energies were calculated by Fernández, Lassaletta et al.37 at
the B3LYP/6-31G* level.


FIGURE 7. A selected example of high diastereoselection induced
from the C3 position of the �-lactam to be formed: RHF/AM1
geometries and relative enthalpies for saddle points TS2Mb and
TS2Pb.
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5.3. Imines Having Chiral Components at the Imine


Carbon. There are several examples of highly diastereoselec-


tive Staudinger reactions in which the chiral induction stems


from a chiral auxiliary at the imine carbon.40 Imines derived


from enantiopure aldehydes incorporating C-O or C-N bonds


(namely, good σ-attractors) at the R-position are specially effi-


cient in inducing chirality in these reactions. For example,


Staudinger reactions of imines 2t derived from (S)-2-methox-


ypropanal lead to the corresponding cis-�-lactams (3S,4R)-3q


with high diastereoselectivity (Figure 8).38 Analysis of the cor-


responding transition structures TS2Mc and TS2Pc shows41


that in TS2Pc there is a collinear arrangement between the


(3S) carbon atom and the C(S)-O bond with the Me-group


placed outside of the emerging �-lactam, a group that is inside


in the more energetic (3-out, 4-in)-saddle point TS2Mc (Fig-


ure 8). This constitutes an example of asymmetric


torquoselectivity.26,27


6. Further Mechanistic Challenges: The
Catalytic (and Asymmetric) Staudinger
Reaction
The first synthesis of �-lactams from ketenes and imines cat-


alyzed by chiral amines was described in 2000 by Lectka et


al.11,42 The catalytic process requires strongly electrophilic imi-


nes (imines bearing N-tosyl or alkoxycarbonyl groups) to pro-


duce satisfactory results. This fact is compatible with the


reaction mechanism A depicted in Scheme 14.


According to this mechanism, the catalyst adds to the sp-


hybridized atom of the ketene to form zwitterion INT2. This


enolate attacks the imine via a Mannich-like reaction to yield


the intermediate INT3 in which the chiral information


supplied by the catalyst 13 (Scheme 14) is transferred to the


new C-C bond. Subsequent cyclization of zwitterion INT3
leads to the formation of the reaction product 3 and to the


regeneration of the catalyst. Good to excellent enantioselec-


tivites have been obtained with the amines 13a-e (Figure 9).


A systematic computational study on this mechanism has


yet to be published. Lectka et al.43 have explored computa-


tionally the formation of enolates INT2 from phenyl ketene


and the catalysts 13a-e indicated in Figure 9. All these cat-


alysts worked by blocking the re face of the enolate moiety


(Figure 10), in which the HOMO of the enolate is closely


related to the b2(π) orbital of ketenes (Figure 1), These con-


clusions were in agreement with the experimental results. In


addition, trapping experiments, DFT calculations, and IR mea-


surements are consistent with the formation of intermediates


of type INT2.9


FIGURE 8. A selected example of high diastereoselection induced
from the C3 position of the emerging �-lactam. Geometries and
relative energies were calculated at the B3LYP/6-31G* level.


SCHEME 14. Possible Mechanisms for the Catalytic Staudinger
Reaction in the Presence of Tertiary Amines


FIGURE 9. Catalysts for the Staudinger reaction.
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Catalysts 13a-e yield mainly or exclusively cis-�-lactams,


probably because of the formation of (Z)-enolates like those


shown in Figure 10. Recently, the preferential formation of


trans-�-lactams using achiral catalysts of type 13f (Figure 9)


has been reported. Formation of (E)-enolates of type INT2
(Scheme 14) have been postulated to explain this change in


stereoselectivity.44


Fu et al.45 have described the very efficient catalysts 13g,h
(Figure 9). Two mechanisms are operative with these cata-


lysts depending on the imine. For N-Ts imines the cycle A in


Scheme 14 is operative, while for N-Tf imines leading to trans-
�-lactams,46 the mechanism of type B was proposed.45 Mech-


anism B involves the imine instead of the ketene as the


reagent being activated by the catalyst to form the interme-


diate INT4. The highly nucleophilic nitrogen atom of the


resulting species attacks the sp-hybridized atom of the ketene


to yield the enolate INT5. Finally, the [4-exo-tet] cyclization of


INT5 forms the corresponding trans-�-lactam.


7. Conclusions and Outlook


The main features of the Staudinger reaction between


ketenes and imines have been elucidated. The experimen-


tal evidence is compatible with a stepwise mechanism


instead of a concerted [2 + 2] mechanism. The first step is


the nucleophilic attack of the imine nitrogen on the cen-


tral carbon atom of the ketene. The second step is the elec-


trocyclic conrotatory ring closure to form the �-lactam ring.


The stereochemistry of this second step is determined by


torquoelectronic effects. When R,�-unsaturated imines or


vinyl ketenes are used, both [2 + 2] and [4 + 2] cycload-


ducts are obtained depending on the substitution patterns


and the geometries of the competing conrotatory or disro-


tatory transition structures. The stereochemistry of the reac-


tion appears to be related to the rotation about the N1-C4


bond of the zwitterionic intermediates. These results,


together with the recent report describing the role of alter-


nate isomerization pathways in the imine before reaction


with the ketene, deserve future research.


The catalytic version of the reaction probably proceeds via


stepwise mechanisms in which either the ketene or the imine


can be activated by the addition of the catalyst. Both the syn-


thetic potential of this reaction and the preliminary elegant


experiments and calculations to elucidate its mechanism


augur an exceptional future for these processes. These stud-


ies will keep alive the fruitful dialogue between theory and


experiment witnessed by the Staudinger reaction over these


first 100 years.
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FIGURE 10. Shape of the intermediate INT2 resulting from the
interaction between catalyst 13e and phenylketene, according to
Lectka et al.43 The enolate-like HOMO shows the bias for the si-
attack.
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FOOTNOTES
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14 Zimmerman, H. E. The Möbius-Hückel concept in organic chemistry. Application to
organic molecules and reactions. Acc. Chem. Res. 1971, 4, 272–280.


15 (a) Xu, Z. F.; Fang, D. C.; Fu, X. Y. Ab initio studies on the mechanism of the
cycloaddition reaction of fluoroketene with imines- substituent effects. J. Mol.
Struct. (Theochem) 1994, 305, 191–196. (b) Fang, D.; Fu, X. An initio study on the
mechanism of cycloaddtion reaction of ketene with methyleneimine: A new reaction
scheme. Int. J. Quantum Chem. 1992, 43, 669–676.


16 Cossı́o, F. P.; Ugalde, J. M.; Lopez, X.; Lecea, B.; Palomo, C. A semiempirical
theoretical study on the formation of �-lactams from ketenes and imines. J. Am.
Chem. Soc. 1993, 115, 995–1004.
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C O N S P E C T U S


Nitrogen heterocycles are present in many compounds of enormous practical importance, ranging from pharmaceutical
agents and biological probes to electroactive materials. Direct functionalization of nitrogen heterocycles through C-H bond
activation constitutes a powerful means of regioselectively introducing a variety of substituents with diverse functional groups
onto the heterocycle scaffold. Working together, our two groups have developed a family of Rh-catalyzed heterocycle alky-
lation and arylation reactions that are notable for their high level of functional-group compatibility. This Account describes
our work in this area, emphasizing the relevant mechanistic insights that enabled synthetic advances and distinguished the
resulting transformations from other methods.


We initially discovered an intramolecular Rh-catalyzed C-2 alkylation of azoles by alkenyl groups. That reaction pro-
vided access to a number of di-, tri-, and tetracyclic azole derivatives. We then developed conditions that exploited micro-
wave heating to expedite these reactions. While investigating the mechanism of this transformation, we discovered that a
novel substrate-derived Rh-N-heterocyclic carbene (NHC) complex was involved as an intermediate. We then synthesized
analogous Rh-NHC complexes directly by treating precursors to the intermediate [RhCl(PCy3)2] with N-methylbenzimida-
zole, 3-methyl-3,4-dihydroquinazoline, and 1-methyl-1,4-benzodiazepine-2-one.


Extensive kinetic analysis and DFT calculations supported a mechanism for carbene formation in which the catalytically
active RhCl(PCy3)2 fragment coordinates to the heterocycle before intramolecular activation of the C-H bond occurs. The
resulting Rh-H intermediate ultimately tautomerizes to the observed carbene complex. With this mechanistic information
and the discovery that acid cocatalysts accelerate the alkylation, we developed conditions that efficiently and intermolecu-
larly alkylate a variety of heterocycles, including azoles, azolines, dihydroquinazolines, pyridines, and quinolines, with a wide
range of functionalized olefins. We demonstrated the utility of this methodology in the synthesis of natural products, drug
candidates, and other biologically active molecules.


In addition, we developed conditions to directly arylate these heterocycles with aryl halides. Our initial conditions that
used PCy3 as a ligand were successful only for aryl iodides. However, efforts designed to avoid catalyst decomposition led
to the development of ligands based on 9-phosphabicyclo[4.2.1]nonane (phoban) that also facilitated the coupling of aryl
bromides. We then replicated the unique coordination environment, stability, and catalytic activity of this complex using the
much simpler tetrahydrophosphepine ligands and developed conditions that coupled aryl bromides bearing diverse func-
tional groups without the use of a glovebox or purified reagents. With further mechanistic inquiry, we anticipate that research-
ers will better understand the details of the aforementioned Rh-catalyzed C-H bond functionalization reactions, resulting
in the design of more efficient and robust catalysts, expanded substrate scope, and new transformations.
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Introduction
Nitrogen heterocycles are present in many compounds of


enormous practical importance, ranging from pharmaceuti-


cal agents and biological probes to electroactive materials. Tai-


loring the properties of these compounds to satisfy their


specific functions necessitates the development of synthetic


methods capable of regioselectively introducing a variety of


substituents bearing diverse functional groups to the desired


heterocycle scaffold. Direct functionalization of nitrogen het-


erocycles through C-H bond activation constitutes a power-


ful means to accomplish this important goal.1


This approach provides an atom-economical alternative to


conventional procedures using halogenated or metallated


starting materials.2 However, a potential catalyst must acti-


vate a relatively inert C-H bond in the presence of other C-H


bonds and then efficiently functionalize the metallated car-


bon in order to provide the desired product.3 Despite these


demanding requirements, a number of reactions that exploit


directing groups,4 repulsive steric interactions,5 electron-rich


substrates,6 C-H bond acidity,7 radical stability,8 and even


enzymes9 to selectively activate and functionalize a specific


C-H bond with a transition metal catalyst have been devel-


oped. When applicable to a particular substrate class, these


methods reduce reaction byproducts, increase the number of


available substrates, and decrease the synthetic effort required


for formation of the desired C-C bond.


Selecting the appropriate catalyst for a desired substrate


can seem daunting. However, understanding the mechanisms


of the individual transformations provides a rational approach


to addressing this problem as well as a framework for the


application and continued discovery of new transformations.


Working together, principally via jointly supervised co-work-


ers, our two groups have extensively applied this strategy


toward the development of a family of Rh-catalyzed hetero-


cycle alkylation and arylation reactions that are notable for the


high level of functional group compatibility that is achieved.


This Account describes our work in this area, emphasizing the


relevant mechanistic insights that enabled synthetic advances


and distinguished the resulting transformations from other


methods.


Intramolecular Alkylation of Azoles
The prevalence of 2-alkyl azoles in drugs led to our interest


in developing a catalytic method for the alkylation of azoles


at the 2-position.10 At the time we began our investigations in


this area, a number of researchers had demonstrated the fea-


sibility of directly arylating the 2-position of azoles with aryl


halides using Pd catalysis11 and acylating this same site using


Ru catalysis.12 We envisioned that the analogous alkylation


reaction might be accomplished by formal hydroheteroaryla-


tion of an olefin by an azole in the presence of a transition


metal catalyst.13


A number of late transition metal complexes were screened


for their ability to catalyze the intramolecular alkylation of a


benzimidazole bearing a pendant olefin, which led to the find-


ing that Wilkinson’s catalyst (RhCl(PPh3)3) provided a single


cyclization product 1 in 60% isolated yield (Scheme 1). Opti-


mization of the reaction parameters led to the identification of


[RhCl(coe)2]2 (coe ) cyclooctene) as a highly effective Rh pre-


catalyst and PCy3 as the optimal phosphine. This catalyst sys-


tem was then applied toward the synthesis of a range of bi-,


tri-, and tetracyclic 2-alkylimidazoles (Scheme 2, conditions a).


In general, the cyclization provides products containing a five-


membered ring as the major isomer unless an overriding


steric bias, such as geminal alkene substitution or allylic R-di-


branching, prevails. This preference is observed for both allyl-


and homoallyl-substituted imidazoles due to rapid, competi-


SCHEME 1


SCHEME 2
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tive olefin isomerization that generates an allyl-substituted


cyclization precursor regardless of the initial olefin position.


Extensive efforts to improve the efficiency of this reaction


led to the discovery that Lewis and Brønsted acid additives,


including 2,6-dimethylpyridinium chloride and magnesium


bromide, provided marked increases in reaction rate and con-


version.14 It was subsequently found that [PCy3H]Cl could be


conveniently utilized to provide both the additive and the


phosphine. This modification simplifies the reaction setup and


renders the phosphine air stable for long-term storage.


In a collaborative effort with researchers at Abbott Labora-


tories, the cyclization reactions described above were reinves-


tigated using [PCy3H]Cl and a simplified protocol employing


microwave heating (Scheme 2, conditions b).15 The use of a


microwave reactor allows convenient access to the high tem-


peratures needed to reduce reaction times to 20 min, and the


initial reaction mixtures were assembled using only a N2 line


to degas the solvent and reaction vessel prior to heating.16 A


microwave procedure was also developed using commercially


available Wilkinson’s catalyst in place of [RhCl(coe)2]2/PCy3.


Even with this suboptimal catalyst, the desired cyclized prod-


ucts were obtained in moderate yields (data not shown).


The intramolecular alkylation reaction has subsequently


been applied to the synthesis of complex bioactive com-


pounds. For example, the potent c-Jun N-terminal kinase


inhibitor 3, originally prepared in 14 linear steps and 6%


overall yield,17 was prepared in 11 linear steps and 13%


overall yield by relying on our C-H functionalization reac-


tion as the key step in the sequence (Scheme 3).18 More


highly substituted derivatives 4, ent-4, and 5, which would be


very difficult to prepare by alternative methods, could be


readily synthesized just as rapidly in 15% and 17% overall


yields, respectively, and resulted in the identification of even


more potent inhibitors (Figure 1).


Investigation of the Mechanism of C-H Activation.
Having established the utility of this new method for the


intramolecular alkylation of imidazoles, we undertook an


investigation of the mechanism of this novel transformation.19


Initial deuterium tracer and crossover experiments revealed


that rapid H/D exchange occurred between the heterocycle


2-position and pendant and external olefins. In order to shed


further light on this exchange and to minimize the number of


concurrent processes, the nonisomerizable substrate 6 was


heated in the presence of stoichiometric quantities of


[RhCl(coe)2]2 and PCy3 at a temperature substantially below


that required for cyclization in the absence of acid cocatalysts


(Scheme 4).


A single compound, assigned as the square-planar Rh(I)-N-


heterocyclic carbene (NHC) complex 7 by X-ray crystallogra-


phy (Figure 2), formed under these conditions. This result was


surprising, given that literature precedent generally indicates


the formation of Rh(III)- or Ir(III)-hydride complexes follow-


ing C-H bond activation by neutral Rh(I) or Ir(I) species.3


Nonetheless, 7 catalyzed the cyclization of benzimidazole


SCHEME 3


FIGURE 1. Methylated derivatives of kinase inhibitor 3.


SCHEME 4


FIGURE 2. ORTEP diagram of 7.
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derivative 8 at the same rate as [RhCl(coe)2]2/PCy3 (Scheme 5).


Furthermore, a kinetic investigation of the cyclization of 8 cat-


alyzed by complex 7 indicated that the reaction was zero-or-


der in concentration of 8 and first-order in concentration of 7.


These results are consistent with a mechanism in which the


resting state of the catalyst contains a single molecule of


bound substrate. Carbene complex 7 forms at a lower tem-


perature than that at which cyclization occurs and is observed


throughout the reaction, leading to the conclusion that 7 is the


resting state of the catalyst.


Similar Rh-NHC complexes have been obtained from the


reaction of [RhCl(coe)2]2 and PCy3 with a number of additional


heterocycles, including benzimidazole,20 3,4-dihydroquinazo-


line,21 and a 1,4-benzodiazepine-2-one22 (Scheme 6, Figure


3). Prior to these examples, the direct formation of


metal-NHC complexes from the corresponding heterocycles


had not been reported. The novelty of this transformation, in


addition to its centrality to our alkylation chemistry, led us to


explore its mechanism in greater detail.


Closer examination of the reaction of 3-methyl-3,4-dihyd-


roquinazoline 13, [RhCl(coe)2]2, and PCy3 at 45 °C in THF


revealed the initial formation of a N-bound Rh-heterocycle


complex, 14 (Scheme 7).21 The structure of this complex was


established unambiguously by extensive multidimensional


NMR experiments on a variety of 2H-, 13C-, and 15N-labeled


3-methyl-3,4-dihydroquinazolines. Upon further heating at 75


°C, this material was converted to the Rh-NHC complex 11.


Careful kinetic analysis established the N-bound complex 14


as an intermediate in the formation of 11.


Deuterium-labeling tracer experiments using C2-D-13 led


to formation of the carbene complex possessing 88% deute-


rium at the N1 position. In addition, a double-labeling cross-


over experiment carried out using equal amounts of C2-D-13


and 15N1-13 revealed only a minor amount of crossover


product (14N1-H-11/15N1-D-11). Together, these data are con-


sistent with an intramolecular H-transfer in the conversion of


14 to 11. The deuterium kinetic isotope effect on rate of con-


version of 14 to 11 was measured, and the observed kH/kD


(1.8 ( 0.1) is consistent with cleavage of the C2-H bond dur-


ing or prior to the rate-limiting step. Activation parameters


SCHEME 5


SCHEME 6


FIGURE 3. ORTEP diagrams of 10-12.
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(∆Hq ) 26.0 ( 0.3 kcal/mol and ∆Sq ) –10.3 ( 0.8 cal/


(mol · K)) were also obtained and reveal the dramatic extent to


which metal-mediation facilitates heterocycle-to-NHC tauto-


merization.


In an effort to gain further insight into the microscopic steps


of C-H activation, these detailed mechanistic data were aug-


mented with DFT calculations. A model system using 3-meth-


yl-3,4-dihydropyrimidine in place of 13 and PMe3 in place of


PCy3 was constructed based upon the structures of 14 and 11.


Conversion of starting complex A, the structure of which is in


agreement with all spectroscopic data for 11, to I was most


consistent with a mechanism shown in Figure 4. Importantly,


this mechanism indicated that the aforementioned


Rh(III)-hydride complex (G in Figure 4) does indeed lie on the


reaction coordinate but that the NHC tautomer is thermody-


namically more stable and readily accessible via an intramo-


lecular H migration.


While N-heterocyclic carbenes are commonly utilized as


ancillary ligands on transition metal complexes,23 the results


highlighted above marked the first time that such complexes


had been implicated as intermediates in a catalytic reaction.24


More significantly, the known formation of stable metal-NHC


complexes derived from myriad metals and carbene precur-


sors, most notably azoles,23 nonaromatic heterocycles,25 het-


erocycles with only a single heteroatom,26 and even certain


acyclic molecules,27 suggested that a number of additional


substrates might also be compatible with Rh-catalyzed alky-


lation reaction conditions. Taken together with our synthesis


of metal-NHC complexes directly from a variety of heterocy-


cles, these precedents provided strong evidence that a greatly


expanded substrate scope of Rh-catalyzed alkylation could be


realized.


Intermolecular Alkylation of Heterocycles
Azoles. Initial efforts to achieve this goal focused on the inter-


molecular alkyation of various azoles with alkenes. Reaction


conditions were initially evaluated for the intermolecular alky-


lation of benzimidazole using 3,3-dimethyl-1-butene, which


proceeded efficiently with catalytic amounts of [RhCl(coe)2]2
and either [PCy3H]Cl or PCy3 and 2,6-dimethylpyridinium chlo-


ride (LutCl) (Scheme 8).14 Heterocycles capable of stabilizing


M-NHC complexes served as effective substrates, including


1-methylbenzimidazole, benzthiazole, benzoxazole, 4,5-dim-


ethylthiazole, and purine. Moreover, a broad functional group


tolerance on the heterocycle was observed, and a variety of


terminal olefins were compatible with the reaction conditions.


In particular, both electron-rich and electron-poor olefins


underwent coupling efficiently, and numerous functional


groups, including silyl ethers, esters, acetals, phthalimides, and


nitriles, were tolerated.


3,4-Dihydroquinazolines. Quinazoline-derived metal-
carbene complexes are less well represented in the literature


than their azole congeners, but the results of our study of


complex 11 provided ample motivation to explore the Rh-


catalyzed alkylation of this heterocycle class.28 Furthermore,


the quinazoline skeleton, in its various oxidation states, is a


common structural motif in natural products and pharmaceu-


ticals with a range of biological activities.29 We initially inves-


tigated the alkylation of 3,4-dihydroquinazoline because it can


be readily converted to the analogous quinazolines, quinazoli-


nones, or 1,2,3,4-tetrahydroquinazolines by choice of an


appropriate oxidant or reductant.30


Analysis by 1H NMR spectroscopy established that quanti-


tative C2 alkylation of 3,4-dihydroquinazoline occurred with


n-hexene in the presence of our Rh catalyst. To simplify prod-


uct analysis, oxidation of the crude alkylation product to the


corresponding alkylated quinazoline was accomplished using


MnO2 (Scheme 9). In contrast to the azole alkylation discussed


above, both styrene and methylenecyclohexane, a 1,1-disub-


stituted alkene, coupled efficiently, and N-methyldihydro-


quinazoline also proved to be a viable substrate.


Intramolecular dihydroquinazoline alkylation is also of


interest because the process can be used to form ring-fused


pyrrolo[2,1-b]quinazolines, a common scaffold for medically


relevant natural products.29 To demonstrate the applicability


of this method, we undertook a total synthesis of vasicoline


(Scheme 10). Cyclization of 15 proved to be particularly chal-


lenging, but a conformationally rigid cyclohexylphoban ligand,


which had previously provided ruthenium alkylidene cata-
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lysts with enhanced stability,31 proved to be an effective


ligand to facilitate the desired reaction.


Azolines. Nonaromatic azolines were next targeted as


potential substrates since the wealth of literature on azoline-


derived carbene ligands suggested that the corresponding


azolines should be compatible with our NHC mechanism.25


We were particularly interested in the alkylation of oxazo-


lines as such a method would constitute a formal C1 olefin


homologation without the use of toxic CO gas. The alkylated


oxazolines could subsequently be converted to carboxylic


acids or esters using well-known chemistry.32


Alkylation of 4,4-dimethyl-2-oxazoline was achieved with


a large number of alkenes displaying a range of functional-


ity in the presence of our Rh-phosphine catalyst (Scheme


11).33 Under optimal conditions the alkylation could often be


performed at 45 °C, a temperature significantly lower than


FIGURE 4. Calculated reaction coordinate for carbene formation.
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that used in the coupling of aromatic azoles. Both 1,1- and


1,2-disubstituted alkenes were effective coupling partners, and


cyclohexene and methylenecylcohexane underwent coupling


with good to moderate yield. Even R-methylstyrene, which


results in a new stereocenter, coupled with modest efficiency.


Pyridines. In all of the substrates compatible with the Rh-


catalyzed alkylation chemistry discussed thus far, the reac-


tive carbon atom is flanked by two heteroatoms. This motif


presumably stabilizes the proposed Rh-NHC intermediates


common to this family of reactions.23 However, a number of


groups have investigated the formation of NHC complexes in


which two donating heteroatoms are not required.26,27 While


these complexes were not necessarily formed via the activa-


tion of a C-H bond, they did indicate the possibility that such


complexes could function as catalytic intermediates. The Car-


mona and Esteruelas groups recently reported the synthesis of


2-substituted-pyridine- and quinoline-based Os-, Ru-, and


Ir-NHC complexes directly from the corresponding heterocy-


cles and a late transition metal complex.26 The authors pro-


pose mechanisms similar to those shown in Figure 4 but


emphasize the necessity of substitution ortho to the hetero-


cycle ring nitrogen in order to drive the equilibrium from


N-bound to the desired NHC complexes (Scheme 7, Figure 4).


We therefore sought to determine whether our Rh/PCy3 cat-


alyst system could be used to not only activate but also alky-


late these heterocycles.


Slight modifications to the conditions optimized for azole


alkylation enabled the alkylation of a number of 2-substituted


pyridines (Scheme 12).34 Increasing the bulk of the 2-substitu-


ent from methyl to isopropyl led to an increase in both alky-


SCHEME 10
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lation rate and isolated yield of alkylated product, and


2-triisopropylsilylpyridine also proved to be an effective sub-


strate. Consistent with the findings of Carmona and Esteru-


elas for carbene formation,26 pyridine was alkylated in less


than 5% yield when heated in the presence of excess olefin


and catalyst.


A variety of quinolines were also alkylated under the reac-


tion conditions. Parent quinoline was nearly quantitatively


converted to the corresponding alkylated quinoline, and both


ether and ester substitution were tolerated in the quinoline


6-position. A wide range of olefin substitution patterns were


also compatible with the reaction conditions.


While substitution ortho to the pyridine nitrogen was


required to obtain high yields of alkylated products, an ortho-


silyl group serves as a suitable blocking group that can readily


be removed to provide monoalkylated pyridines. For exam-


ple, treatment of 18 with aqueous HF in refluxing THF pro-


vided the monoalkylated pyridine product 19 in good yield


(Scheme 13).


In a preliminary evaluation of catalyst loading, quinoline


was alkylated with neohexene in 91% yield using only 0.5


mol % of the Rh catalyst (Scheme 14).


Rh-Catalyzed Direct Arylation of
Heterocycles
Our successes in the area of Rh-catalyzed heterocycle alkyla-


tion led us to postulate the feasibility of the corresponding ary-


lation, because such a transformation would provide a highly


efficient route to pharmaceutically relevant compounds.35 At


the time we began our research in this area, direct heterocy-


cle arylation had seen only limited literature precedent with


Miura’s pioneering work using Pd catalysis as the most nota-


ble example.11 Furthermore, we hoped that the novel mode


of activation available using Rh catalysis might offer regiose-


lectivity and substrate scope different from those observed


with existing Pd- and Cu-based catalysts.36


Discovery and Optimization of Rh-Catalyzed Hetero-
cycle Arylation. Aryl iodides were identified as suitable cou-


pling partners for the arylation of benzimidazole using


catalytic amounts of [RhCl(coe)2]2 and PCy3 in the presence of


triethylamine (Scheme 15).20 In promising initial studies, a


range of heterocycles, including benzimidazoles, benzox-


azoles, 3,4-dihydroquinazoline and 4,4-dimethyl-2-oxazoline,


and both electron-rich and electron-poor aryl halides coupled


in moderate to good yields.


In addition, hydrodehalogenation of the aryl iodide cou-


pling partner was identified as a key side reaction under the


reaction conditions.37 This process resulted from the dehydro-


genation of the cyclohexyl groups of PCy3, which led to the


formation of reactive Rh-hydride complexes and ligand


decomposition.38 Our efforts to find phosphines that would


maintain the unique steric and electronic qualities of PCy3


while reducing the ability of the phosphine to undergo dehy-


drogenation led to the exploration of P-substituted phobanes


as used for the previously discussed dihydroquinazoline alky-


lation (Figure 5).28 Superior results were obtained using the


[4.2.1] phoban isomers (22a and 22b) as opposed to the


[3.3.1] isomer (21) used in the alkylation reaction.


Microwave heating was employed to facilitate reaction


setup and to conveniently reach the higher temperatures


needed to minimize reaction time. Following optimization of


the reaction conditions, 2-phenylbenzimidazole was produced


from the coupling of benzimidazole and iodobenzene in a


95% yield. More importantly, bromobenzene was also cou-


pled to benzimidazole in 80% isolated yield under the same


reaction conditions (Scheme 16).


The direct arylation of heterocycles with aryl bromides


using a Rh/22a/b catalyst exhibited considerable functional


group tolerance39 and provided access to 2-arylbenzimida-


zoles incorporating a wide variety of functional groups, includ-


SCHEME 13


SCHEME 14


SCHEME 15


FIGURE 5. Structures of [3.3.1] (21), exo-[4.2.1] (22a), and endo-
[4.2.1] (22b) isomers of 9-cyclohexyl-9-phosphabicyclononane.
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ing nitrile, chloride, alkoxy, ketone, and amide substituents


(data not shown). The reaction conditions were compatible


with a number of different heterocycles, including N-methyl-


benzimidazole, benzoxazole, 3,4-dihydroquinazoline, and bis-


arylimidazoles.


Development of New Ligands. Efforts to understand the


enhanced arylation activity afforded through the use of 22a/b
revealed the formation of P-olefin complex 23 under the ary-


lation reaction conditions (Scheme 17).40 This complex was


prepared in good yield, and its structure was confirmed by sin-


gle-crystal X-ray analysis (Figure 6). The structure clearly


showed that one of the ligands had been selectively dehydro-


genated to generate a P-olefin binding motif, while the sec-


ond was left intact. The stability of this complex even under


extended heating at 125 °C indicated the existence of tighter


chelation of the rhodium center relative to the analogous com-


plex formed in situ from Rh/PCy3, which underwent multiple


rounds of cyclometalation/�-hydride elimination ultimately


leading to complete decomposition.


Complex 23 catalyzed the arylation of benzimidazole with


a rate and final yield similar to those obtained with the use of


[RhCl(coe)2]2/22a/b. Thus, the capacity of 22a/b to form a sta-


ble bidentate P-olefin Rh complex and not solely the sterics


and electronics of the phosphines themselves is largely


responsible for the superior activity of the arylation catalysts


derived from phobane ligands. Based on this hypothesis, we


sought to simplify the phosphine ligand while maintaining the


P-olefin binding motif that conferred the unique activity of 23
through the use of (Z)-2,3,6,7-tetrahydrophosphepines (Fig-


ure 7).41


A family of these ligands was synthesized, and the Rh com-


plex (27) of (Z)-1-cyclohexyl-2,3,6,7-tetrahydro-1H-phosphep-


ine (25) was prepared (Scheme 18). The structure of 27 was


confirmed by single-crystal X-ray analysis (Figure 8). Nota-


bly, the Rh-binding motifs found in 23 and 27 exhibited a


great deal of similarity, indicating that removing the two-car-


bon bridge from 22a did not significantly alter the desired


coordination geometry.


The tert-butyl-substituted phosphepine 28 (Figure 7, R )
t-Bu) provided the highest conversion and essentially no


hydrodehalogenation of PhBr during the course of the aryla-


tion of benzimidazole, with optimal conditions being micro-


wave heating at 200 °C for 2 h with THF as the solvent.42 The


unique reactivity of these ligands compared with those previ-


ously investigated suggests that the hemilabile P-olefin coor-


dination modulates the reactivity of the Rh center to allow the


desired heterocycle arylation while reducing off-cycle hydro-


dehalogenation. At this point, we do not have very much


information about the mechanism of the arylation reaction,


SCHEME 16


SCHEME 17


FIGURE 6. ORTEP diagram of 23.


FIGURE 7. (Z)-2,3,6,7-Tetrahydrophosphepine skeleton.


SCHEME 18


FIGURE 8. ORTEP diagram of 27.
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compared with the progress that has been made in the alky-


lation reactions discussed earlier in this Account. However, if


N-heterocyclic carbene intermediates are also involved in the


arylation, a reasonable hypothesis for the mechanism of the


overall process is illustrated in Scheme 19. In this context, the


Rh(I)-NHC intermediate is particularly attractive, since the low


oxidation state at Rh prepares the metal center for oxidative


addition of an aryl halide. However, further mechanistic inves-


tigation will be required to determine whether the mecha-


nisms of the alkylation and arylation reactions do proceed by


analogous pathways.


Substrate Scope of Heterocycle Arylation Using
Rh-Phosphepine Catalyst 28. The optimized reaction con-


ditions exhibited very high functional group tolerance and


allowed the use of aryl halides and heterocycles containing acidic


NH and OH groups that have yet to be demonstrated as viable


azole direct arylation substrates using Pd or Cu catalysis (Scheme


20).36 In particular, sulfinyl, chloro, acetamide, free hydroxy, and


free amine groups were all tolerated; however, ortho substitu-


tion was not. Electron-rich heteroaryl bromides, including


5-bromo-1-methylindole, 5-bromobenzoxazole, 5-bromoben-


zothiazole, and 3-bromothiophene, also underwent coupling in


excellent yields. These results are particularly notable given that


these heterocycles undergo electrophilic metalation by Pd cata-


lysts, which could cause regioselectivity problems in Pd-catalyzed


direct arylations using these substrates.36c


A variety of additional heterocycles were also compatible


with the Rh-catalyzed arylation conditions. Unprotected N-H


benzimidazoles were optimal, N-methylbenzimidazole and


benzoxazole coupled in good yield, and benzthiazole was a


viable substrate. Pharmaceutically important bisarylimidazoles


were also excellent arylation substrates, and both indolyl and


pyridyl subsitution, common to a number of known drug can-


didates, can be present on the imidazole ring.43 Finally, ary-


lation of 4,5-dimethylthiazole and the nonaromatic 4,4-


dimethyloxazoline provided moderate yields of the


corresponding arylated products.


The arylation protocol was greatly simplified through the


use of [28H]BF4, an air-stable surrogate of 2844 that is now


commercially available from Sigma-Aldrich, and [RhCl(cod)]2
(cod ) cyclooctadiene), a much less expensive, air-stable Rh


source (Scheme 21). Using these catalyst precursors, the reac-


tion mixtures can be assembled without the use of a glove-


box or reagent purification and with only a N2 line to provide


an inert atmosphere in the microwave vessel. In general, high


yields of the desired products were obtained using standard


laboratory equipment, so it is anticipated that these condi-


tions would be most suitable for practical applications. Com-


parable results were obtained with dioxane as solvent (data


not shown).


SCHEME 19 SCHEME 20


Direct Functionalization of Nitrogen Heterocycles Lewis et al.


1022 ACCOUNTS OF CHEMICAL RESEARCH 1013-1025 August 2008 Vol. 41, No. 8







Preliminary investigation of catalyst loading was also per-


formed under conventional heating, which is most applica-


ble to large-scale reactions. At 1% loading of the [RhCl(coe)2]2
precatalyst in dioxane at 175 °C, a high yield of arylation


product was obtained within 24 h (Scheme 22).


Summary and Outlook
In summary, we have used mechanistic insight to guide the


development of efficient, functional group tolerant Rh-cata-


lyzed heterocycle alkylation and arylation reactions. This work


commenced with the identification of an intramolecular azole


alkylation, using alkenes as the alkylating agents, catalyzed by


a Rh(I)-phosphine complex. The discovery that this reaction


proceeds via a Rh-NHC intermediate inspired the extension


of this reaction to the intermolecular alkylation of a variety of


substrates compatible with this intermediate, including azoles,


azolines, 3,4-dihydroquinazolines, pyridines, and quinolines.


We then hypothesized that this electron-rich low-valent


Rh(I) complex might also be ideally suited to affect the oxida-


tive addition step required in the corresponding heterocycle


arylation. Indeed, methods for coupling aryl iodides and ulti-


mately aryl bromides to the previously mentioned heterocy-


cles were developed. These methods were notable in the


extremely high functional group tolerance and unique selec-


tivity compared with Cu- and Pd-catalyzed methods.


Further mechanistic inquiry will lead to an increased under-


standing of the intimate details of the aforementioned Rh-


catalyzed C-H functionalization reactions enabling the design


of more efficient and robust catalysts. Moreover, many addi-


tional classes of nitrogen heterocycles should be capable of


undergoing C-H bond activation to provide NHC-metal inter-


mediates, and it is likely that this important new pathway for


C-H bond activation will make possible new catalytic C-H


bond functionalization methods.
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C O N S P E C T U S


Five naturally occurring nucleolytic ribozymes
have been identified: the hammerhead, hair-


pin, glmS, hepatitis delta virus (HDV), and Varkud
satellite (VS) ribozymes. All of these RNA enzymes
catalyze self-scission of the RNA backbone using
a chemical mechanism equivalent to that of RNase
A. RNase A uses four basic strategies to promote
this reaction: geometric constraints, activation of
the nucleophile, transition-state stabilization, and
leaving group protonation. In this Account, we dis-
cuss the current thinking on how nucleolytic
ribozymes harness RNase A’s four sources of cat-
alytic power.


The geometry of the phosphodiester cleavage reaction constrains the nucleotides flanking the scissile phosphate so that
they are unstacked from a canonical A-form helix and thus require alternative stabilization. Crystal structures and muta-
tional analysis reveal that cross-strand base pairing, along with unconventional stacking and tertiary hydrogen-bonding inter-
actions, work to stabilize the splayed conformation in nucleolytic ribozymes.


Deprotonation of the 2′-OH nucleophile greatly increases its nucleophilicity in the strand scission reaction. Crystal struc-
tures of the hammerhead, hairpin, and glmS ribozymes reveal the N1 of a G residue within hydrogen-bonding distance of
the 2′-OH. In each case, this residue has also been shown to be important for catalysis. In the HDV ribozyme, a hydrated
magnesium has been implicated as the general base. Catalysis by the VS ribozyme requires both an A and a G, but the pre-
cise role of either has not been elucidated.


Enzymes can lower the energy of a chemical reaction by binding more tightly to the transition state than to the ground
states. Comparison of the hairpin ground- and transition-state mimic structures reveal greater hydrogen bonding to the tran-
sition-state mimic structure, suggesting transition-state stabilization as a possible catalytic strategy. However, the hydrogen-
bonding pattern in the glmS ribozyme transition-state mimic structure and the ground-state structures are equivalent.


Protonation of the 5′-O leaving group by a variety of functional groups can promote the cleavage reaction. In the HDV
ribozyme, the general acid is a conserved C residue. In the hairpin ribozyme, a G residue has been implicated in protona-
tion of the leaving group. An A in the hammerhead ribozyme probably plays a similar role. In the glmS ribozyme, an exog-
enous cofactor may provide the general acid. This diversity is in contrast to the relatively small number of functional groups
that serve as a general base, where at least three of the nucleolytic ribozymes may use the N1 of a G.


Five autolytic ribozymes have been identified that


perform the same chemical reaction but have dif-


ferent secondary structures. These include the


hammerhead (Figure 1A), the hairpin (Figure 1B),


the glmS (Figure 1C), the hepatitis delta virus


(HDV) (Figure 1D), and the Varkud satellite (VS)


ribozymes (Figure 1E).1–6 The hammerhead, hair-


pin, HDV, and VS ribozymes aid in processing the


products of rolling circle replication of satellite,


viral, or virusoid RNA genomes.1–3,5 The glmS


ribozyme is also a riboswitch, involved in the con-


trol of gene expression and the production of glu-
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cosamine-6-phosphate (GlcN6P) in many Gram-positive


bacteria.6 All five of these small, nucleolytic ribozymes cata-


lyze an internal transphosphorylation reaction identical to that


of ribonuclease A (RNase A), a trans-acting protein enzyme.7


The mechanism of RNase A is the framework upon which


ribozyme catalysis has been examined.7 In a comprehensive


review of RNase A, the molecular details of both the struc-


ture and catalytic mechanism were described.7 The strand scis-


sion reaction of RNase A and the nucleolytic ribozymes


involves attack of the vicinal 2′-OH on the scissile phosphate


(Figure 2). Resolution of the transition state results in 2′-3′
cyclic phosphate and free 5′-OH products. The catalytic power


of RNase A is derived primarily from four sources:7 (1) align-


ment of the nucleophile, scissile phosphate, and leaving group


by splaying the nucleotides adjacent to the scissile phosphate;


(2) activation of the 2′-OH nucleophile by a general base; (3)


increased affinity for the pentacoordinate oxyphosphorane


transition state; (4) activation of the 5′-O leaving group by a


general acid. The total rate enhancement achieved by RNase


A is 3 × 1011 over the background rate of RNA hydrolysis.7


All of the small ribozymes catalyze the same reaction as


RNase A and employ many of the same tactics in promoting


chemistry.


The catalytic residues in the RNase A active site have been


carefully delineated (Figure 2). In RNase A, the pyrimidine


nucleotide 5′ to the scissile phosphate makes hydrogen bonds


with main chain and backbone oxygen atoms of Thr45, the


side chain that is also responsible for the steric occlusion of a


purine nucleotide in this position. Further, the nucleotide 5′ of


the scissile phosphate makes stabilizing base-stacking inter-


FIGURE 1. Secondary structures of the five nucleolytic ribozymes: (A) hammerhead; (B) hairpin; (C) glmS; (D) HDV; (E) VS. Key nucleotides are
numbered following the established convention for each ribozyme. Positions occupied with an X can be any of the four nucleotides. The
cleavage site is denoted by an arrow.
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actions with Phe120.8 In classic general acid-base catalysis


as is seen in RNase A, the general base that is responsible for


deprotonation of the 2′-OH is His12.7 Lys41 is involved in sta-


bilizing the negatively charged transition state. Mutation of


Lys41 to an arginine reduces the activity of RNase A to less


than 2% of the wild-type enzyme.9 The 5′-O leaving group is


protonated by His119. Mutation of His119 to alanine leads to


an almost 104-fold loss in transphosphorylation activity.10


Nucleic acids would appear to be at a pronounced disad-


vantage in their ability to catalyze chemical reactions com-


pared with proteins. RNA lacks a functional group that has a


pKa close to neutrality (like histidine) or one that is positively


charged (like lysine). These chemical deficiencies led to an


early assumption that most small ribozymes were obligate


metalloenzymes.11 This turns out to be untrue, and while all


functional RNAs require positively charged ions to assume a


folded structure, high concentrations of monovalent cations or


inert polyvalent ions are sufficient for many of the ribozymes


to be maximally active.12,13 The hairpin, hammerhead, and VS


ribozymes all appear to use only nucleotides to promote catal-


ysis.14 However, this does not speak to the role of metal ions


in RNA catalysis in a cellular context. Even lacking the chem-


ical diversity of the amino acid side chains, these nucleic acid


enzymes catalyze RNA cleavage only 15-500-fold slower


than RNase A.2,15,16 The HDV ribozyme may use a specifi-


cally bound magnesium ion as well as nucleotides to cata-


lyze a reaction only about 150-fold slower than RNase A.17


Finally, the glmS ribozyme uses a small molecule cofactor,


GlcN6P, as well as nucleotides to achieve chemistry at a rate


of about 100 times slower than that of RNase A.18 Here, we


discuss the current state of thinking regarding the strategies


used by nucleolytic ribozymes to harness the four sources of


catalytic power employed by RNase A.


Active Site Organization
The transphosphorylation reaction promoted by nucleolytic


ribozymes has restraints on the geometry of the atoms


involved in the bond making and breaking steps. For an SN2


reaction, the torsion angle between the 2′-OH nucleophile, the


scissile phosphate, and the 5′-O leaving group must be 180°.


This in-line architecture is never sampled in a canonical, base-


stacked A-form helical RNA structure. For the reactive groups


to assume an in-line conformation, the nucleotides 5′ and 3′
of the scissile phosphate must be splayed away from the reac-


tive group. Ribozymes provide an alternative set of stabiliz-


ing interactions to achieve this unfavorable conformation.


The active site of the hammerhead ribozyme is formed


from residues in the central loop of the three-way junction


(Figure 1A).5 This loop contains the cleavage site, an obligate


cytosine (C17) 5′ to the scissile phosphate, and many con-


served nucleotides. The structure of the full-length hammer-


head ribozyme revealed hydrogen-bonding and stacking


interactions that lead to the in-line conformation at the cleav-


age site (Figure 3A).19 C17 makes a hydrogen bond to A9;


mutation of either of these nucleotides is detrimental to


catalysis.19,20 Further, the noncanonical position of C17 is sta-


bilized between U16.1 and G12.19 The nucleotide 3′ to the


cleavage site (C1.1), while not conserved, is involved in a


Watson-Crick base pair and stacked between G8 and U1.2.19


Initial structures of minimal active hammerhead ri-


bozymes displayed geometry inconsistent with biochemical


evidence.21,22 These ground-state structures suggested that a


large conformation change was taking place prior to the cat-


alytic step, as two phosphate oxygens that coordinate a sin-


gle metal were over 20 Å apart in these structures.23 In the


structure of the full-length construct, compaction of the active


site brought these two phosphate oxygens to within 4 Å.19 In


this full-length structure, the angle between the 2′-OH nucleo-


phile, scissile phosphate, and 5′-O leaving group is very close


to 180°.


The hairpin ribozyme is formed from two helical stacks,


with the active site formed in the cleft with nucleotides from


both helices (Figure 3B).2 The nucleotide 5′ of the scissile


phosphate, G + 1, is flipped out of its helix and “buried” in a


pocket in the other helix, stacking between A26 and A38 (Fig-


ure 3B).24 G + 1 makes a tertiary Watson-Crick base pair


with C25, as well as additional hydrogen-bonding contacts to


G36 and A38 that seem to be specific for G, explaining the


requirement for G at that position.24 Mutation of G + 1 to any


other base resulted in a loss of catalytic activity that was at


least partially restored by compensatory mutations at C25.25


FIGURE 2. The catalytic reaction of RNase A. The general base,
His12, is boxed in red. The general acid, His119, is boxed in green.
The amino acid responsible for charge stabilization at the transition
state, Lys41, is boxed in blue.


Catalytic Strategies of Self-Cleaving Ribozymes Cochrane and Strobel


Vol. 41, No. 8 August 2008 1027-1035 ACCOUNTS OF CHEMICAL RESEARCH 1029







The nucleotide 5′ of the cleavage site, A - 1, makes a hydro-


gen bond to the exocyclic amine of A9 and stacks on top of


G8.24 In structures of hairpin ribozymes that have substitu-


tions at G8, the in-line conformation of the reactive groups is


nonideal. Further some of these substitutions also appear to


affect the sugar pucker at A - 1.26 This suggests that G8 plays


a key role in organizing the active site for catalysis, along with


the additional tertiary contacts from A9, C25, A26, and A38.


The tertiary structure of the glmS ribozyme is also formed


from two helical stacks, but the active site is formed from an


internal loop that forms two pseudoknots (Figure 1C).4 The


nucleotides flanking the scissile phosphate are in a splayed


conformation that is stabilized primarily through hydrogen-


bonding and stacking interactions (Figure 3C).27 G + 1 stacks


underneath A28 and makes a tertiary hydrogen bond to


G30.27 There seems to be a slight preference for an A 5′ of


the cleavage site.6 In the structures of the glmS ribozyme, A


- 1 is orientated through hydrogen-bonding interactions with


G33 and G57.27 These noncanonical interactions lead to a in-


line conformation for A - 1 and G + 1.


The three-dimensional structure of the HDV ribozyme is


that of a double nested pseudoknot that organizes five heli-


cal segments (Figure 1D).1 While several structures of the HDV


ribozyme have been solved, none elucidate the full set of


interactions made by the active site nucleotides to stabilize the


splayed conformation.28,29 The structure of the HDV product


complex showed substantial rearrangements compared with


earlier structures of individual helices but did not provide any


information about stabilization of the nucleotide prior to the


cleavage site.28,30,31 Details of inactive mutant HDV structures


are inconsistent with data regarding the chemical mechanism


of the HDV ribozyme.29,32–34 What does seem to be clear is


that the nucleotide 3′ of the scissile phosphate, G + 1, makes


a wobble base pair with U37 (Figure 3D).28,29 The geometry


of the wobble pair seems to be required because an A-C


wobble is the next most active variant.35 The G + 1-U37


wobble pair forms the last base pair of the P1 helix, which


stacks directly underneath the P1.1 helix, forcing the nucle-


otide 5′ of the scissile phosphate to sample the in-line geom-


etry required for catalysis.28,29


No crystal structure of the VS ribozyme is available, so it is


not clear how the inline configuration is achieved in this sys-


tem. The ribozyme cleaves between a G and an A (Figure 1E).3


In the structure of an isolated stem-loop construct contain-


ing the scissile phosphate, both the G and the A are involved


in sheared G-A base pairs.36 There is some evidence from


FIGURE 3. Ribozyme active site structures: (A) precleaved Schistosoma mansoni hammerhead ribozyme from pdb 2GOZ; (B) precleaved
hairpin ribozyme from pdb 1M5K; (C) precleaved glmS ribozyme from pdb 2NZ4; (D) U75C inactive mutant HDV ribozyme from pdb 1VC0.
The nucleotides flanking the scissile phosphate are in blue. The 2′-OH nucleophile (methylated in many of the structures), the scissile
phosphate, and 5′-oxygen leaving group are shown in orange spheres. Hydrogen bonds are shown as dashed lines. This basic coloring
scheme is repeated in Figures 4–6. Nucleotides that interact with the reactive atoms through base stacking or hydrogen-bonding
interactions are shown in yellow.


Catalytic Strategies of Self-Cleaving Ribozymes Cochrane and Strobel


1030 ACCOUNTS OF CHEMICAL RESEARCH 1027-1035 August 2008 Vol. 41, No. 8







covariation analysis that the base pairing in that region


becomes rearranged upon formation of an additional tertiary


interaction.37 An NMR structure of a stabilized stem-loop


thought to mimic the conformation of the stem-loop in the


context of the ribozyme revealed that the sheared G-A base


pair containing the G 5′ of the scissile phosphate is preserved,


while the second sheared A-G pair is disrupted, and the A is


not coplanar with the G.38


Activation of the 2′-OH Nucleophile
The transphosphorylation reaction is initiated by attack of the


2′-OH on the scissile phosphate. The reaction is facilitated by,


but does not require, deprotonation of the hydroxyl, which


increases the nucleophilicity of the group and the reaction


rate. The pKa of the 2′-OH is approximately 12. Guanosine


residues in the hairpin, hammerhead, VS, and glmS ribozymes


and a hydrated Mg2+ in the HDV ribozyme have been impli-


cated as the general base.


In the crystal structures of hammerhead, hairpin, and glmS
ribozymes, a G is within hydrogen-bonding distance of the


2′-OH nucleophile.19,24,27 This proximity is suggestive of its


role in activation, a role for which G seems particularly


unsuited, because the N1 is expected to be fully protonated


at neutral pH with a pKa of around 10. This has led to uncer-


tainties about the role of these G’s in catalysis. One possibil-


ity is that an enol tautomer of the G transiently forms,


allowing the N1 to accept a proton from a 2′-OH.39,40 Another


suggestion is that the active site G’s are acting to stabilize neg-


ative charge that develops at the transition state.41


In the active site of the full-length, precleaved hammer-


head ribozyme, the N1 of G12 is within hydrogen-bonding


distance of the 2′-OH, which has been methylated (Figure


4A).19 Biochemical analysis of G12 shows a log-linear rela-


tionship of activity with pH that does not plateau even at the


highest pHs.39 Mutation of G12 to any of the other three


nucleobases leads to a 100-1000-fold decrease in the rate


of the reaction.20 Further, substitution with analogs that per-


turb the pKa at N1, such as inosine (∼9), diaminopurine (∼5),


and 2-aminopurine (∼4), affected the overall rate of the reac-


tion, with 2-aminopurine being the most detrimental, lead-


ing to a rate reduction of ∼103.39 This suggests that the N1


of G is directly participating in the chemical mechanism of the


hammerhead reaction.


In crystal structures of the hairpin ribozyme, the N1 of G8


is hydrogen-bonded to the methylated 2′-OH of the nucleo-


philic residue (Figure 4B).24 As in RNase A, proton inventory


FIGURE 4. Chemical catalysis in the ribozyme active sites: (A) precleaved Schistosoma mansoni hammerhead ribozyme from pdb 2GOZ; (B)
transition-state mimic bound hairpin ribozyme from pdb 1M5O; (C) precleaved glmS ribozyme from pdb 2NZ4; (D) product HDV ribozyme
from pdb 1DRZ. Basic coloring scheme is the same as that in Figure 3. Nucleotides proposed to act as general bases are shown in red.
Nucleotides or cofactors proposed to act as general acids are shown in blue. The nucleotide 5′ of the cleavage site has been modeled and is
slightly transparent. The putative general base, a magnesium ion, is not present in the structure.
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experiments suggest that there are two protons “in flight” at


the transition state for the rate-limiting step in the reaction.42


An abasic substitution at G8 results in a ∼103 rate reduc-


tion.41 To the extent that it can be measured, this substitu-


tion does not appear to affect the pH dependence of the


reaction, suggesting that the apparent pKa results from another


source.41 A mechanism that these data support is one in


which G8 specifically interacts with the transition state of the


reaction. However, substitution at G8 with inosine shifted the


apparent pKa of the reaction downward slightly, and substitu-


tion with diaminopurine at G8 leads to a classic bell-shaped


pH profile due to the near-neutral pKa for diaminopurine at


N1, as would be expected if G8 were acting as a general


base.42


Like the hairpin and hammerhead ribozyme crystal struc-


tures, the active site of the glmS ribozyme contains a G (G33)


whose N1 is within hydrogen-bonding distance of the 2′-OH


of A - 1 (Figure 4C).27,43 Mutation of G33 to any of the other


nucleobases results in a 103-105 reduction in the rate of


cleavage in the presence of GlcN6P.43,44 A recently published


crystal structure of a glmS ribozyme in which G33 has been


mutated to an A reveals an active site in which the only dif-


ference is a shift in the position of the nucleobase at position


33.44 This suggests that G33 is not responsible for position-


ing the 2′-OH but may be neutralizing charge during the reac-


tion without being directly responsible for deprotonation of the


nucleophile.


In the HDV ribozyme, a hydrated Mg2+, acting as a gen-


eral base, appears to contribute relatively little to catalysis.33


Mechanistic studies have shown that catalysis in monovalent


ions leads to about a 3000-fold reduction in the reaction


rate.45 Of that, ∼125-fold is the result of disrupting the struc-


ture, and only ∼25-fold is from a catalytic contribution.45 In


the absence of magnesium, it has been postulated that a


water or hydroxide ion serves the same role, as has been sug-


gested for the His12 to alanine mutant of RNase A.45 Recent


crystal structures of an inactive mutant of the HDV ribozyme


show metal ion binding in the active site, although it appears


to be bound next to the O5′ leaving group.29 Comparison of


the precursor, mutant, and product forms of the HDV ribozyme


reveals that there are significant structural rearrangements


during catalysis.28,29


Recent biochemical analysis of the VS ribozyme has impli-


cated both an A and a G in acid-base catalysis.46–48 Substi-


tution of A756 to G results in a ∼103-fold reduction in the


rate of cleavage, while substitution of G638 to A results in a


FIGURE 5. Transition-state structural mimic of the hairpin ribozyme: (A) ground-state structure from pdb 1M5K; (B) vanadate-bound
transition-state mimic structure from pdb 1M5O. Basic coloring scheme is the same as that in Figure 3. Nucleotides that make hydrogen
bonds to any of the reactive atoms or the nonbridging phosphate oxygens are shown in green-blue.


FIGURE 6. Transition-state structural mimic of the glmS ribozyme: (A) ground-state structure from pdb 2NZ4; (B) the 2′-5′-linked transition-
state mimic structure from pdb 3B4C. Basic coloring scheme is the same as that in Figure 3. Nucleotides that make hydrogen bonds to any
of the reactive atoms or the nonbridging phosphate oxygens are shown in green-blue.
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∼104-fold reduction in rate.46–48 In the absence of detailed


mechanistic studies or a crystal structure, the precise role of


either of these nucleotides remains unknown. Substitution of


G638 with inosine (I) reduced the rate of cleavage by a fac-


tor of ∼50 but also shifted the basic pKa of the reaction down


about 0.2 pH units.48 This shift is similar to the pKa differ-


ence between the N1s of G and I, but the effect could be


indirect.


Transition-State Stabilization
In RNA, there are no functional groups that carry a positive


charge at neutral pH. It is unclear whether there is a direct


mechanism for charge stabilization in the active sites of


ribozymes. Metal ions might play this role, or additional


hydrogen bonding may allow the ribozyme to bind to the


transition state with greater affinity than to the precursor or


product states.


Using vanadate as a mimic for the trigonal pyramidal phos-


phate, Rupert et al. trapped the hairpin ribozyme in a struc-


ture similar to that of the transition state.24,49 Charge


neutralization is not observed, but hydrogen bonding to the


transition state is strengthened relative to the ground states


(Figure 5).24,49 In the precursor structure, the hairpin ribozyme


makes two hydrogen bonds to the reactive atoms, the 2′-OH


nucleophile, scissile phosphate oxygens, or 5′-oxygen leav-


ing group (Figure 5A).24 In the product state, three hydrogen


bonds are made to the reactive atoms.49 However, in the tran-


sition-state structure, five hydrogen bonds are made to the


vanadate oxygens (Figure 5B).49 The hydrogen bonds are


made between the reactive atoms and G8, G9, and A38 in the


ribozyme, all three of which have been biochemically impli-


cated in catalysis.24,49


The structure of a transition-state mimic of the glmS
ribozyme has also been solved.44 It is not a vandate-bound


structure; a 3′-deoxy A - 1 nucleotide is linked to G1 via a


2′-5′ linkage (Figure 6).44 This structure is superimposable


upon the precleaved form of the ribozyme (Figure 6A).43,44


The same hydrogen-bonding pattern to the nonbridging phos-


phate oxygens is present in precleaved ribozyme structure and


in the transition-state structure (Figure 6B).43,44 These data do


not suggest how the glmS ribozyme stabilizes the transition


state over the precleaved or product forms of the ribozyme.


While nucleotides have been predicted to be key for catal-


ysis in the hammerhead, HDV, and VS ribozymes, no struc-


tural information exists to indicate whether these are making


additional hydrogen bonds in the transition state. In each case,


the phosphate and phosphate oxygens are expected to move


closer to the nucleotide 3′ of the cleavage site, and this phys-


ical shift may allow for additional hydrogen-bonding interac-


tions. However, whether these ribozymes utilize this


mechanism for promoting their chemical reactions is yet to be


determined.


Protonation of the 5′-Oxygen Leaving
Group
The other half of a general acid-base mechanism is a sec-


ond residue that acts as a proton donor to the leaving group.


In the nucleolytic ribozymes, this role may be carried out by


a variety of functional groups originating both in nucleotides


and in exogenously provided cofactors.


Of the five nucleolytic ribozymes, the HDV ribozyme pro-


vides the clearest example of general acid catalysis by a


nucleobase.28,29,32–34 The first crystal structure of the HDV


ribozyme was the product form and showed the N3 of C75


within hydrogen-bonding distance of the 5′-O leaving group,


predicting that it would act as a general acid (Figure 4D).28


Crystal structures of the C75U ribozyme showed a rearranged


active site with the N3 of U75 close to the 2′-OH of the


nucleophile, where it would be a general base.29 The C75U


mutant is inactive, over 106-fold down in rate, but activity can


be rescued with exogenous imidazole.50 Mutation of C75 to


A slowed the reaction by over 100-fold and also decreased


the pKa of the reaction by ∼0.5 pH units, similar to the differ-


ence in pKa’s between the N3 of C and N1 of A.33 In the pres-


ence of Mg2+, the reaction rate increased from pH 6 to pH 8


but decreased over the same range in the absence of Mg2+.33


These data implicate Mg2+ as the general base and support


the role of C75 as the general acid. Mutations that affect sta-


bilization of the leaving group are predicted to be less dis-


abling in the context of an activated 5′-bridging


phosphorothiolate (5′-PS)-linked substrate.32 The C75U mutant


ribozyme is almost completely rescued by the 5′-PS substrate


at pH 7.5.32 These kinetic data implicate the N3 of C75 as the


general acid in the HDV reaction.


The crystal structure of the full-length hammerhead


ribozyme shows the 2′-OH of G8 within hydrogen-bonding


distance of the 5′-O leaving group, with the Watson-Crick


face of G8 base paired to C3 (Figure 4A).19 The 2′-OH of G8


is required for cleavage by the hammerhead ribozyme.51,52


However, other G8 mutants are also detrimental to catalysis,


with the G8C mutant reducing the rate by ∼105-fold.19,20 The


double mutation of G8C and C3G at least partially restored


activity, resulting in only a ∼200-fold decrease in the rate


from wild-type.19 Further, other hammerhead ribozyme con-


structs are even more tolerant to mutations at these positions,


provided that the base pairing between the two nucleotides is


Catalytic Strategies of Self-Cleaving Ribozymes Cochrane and Strobel


Vol. 41, No. 8 August 2008 1027-1035 ACCOUNTS OF CHEMICAL RESEARCH 1033







maintained.53,54 These data suggest that while G8 may be


playing the role of the general acid in the cleavage reaction,


it uses functional groups common to all RNA nucleotides, such


as the 2′-OH as is observed in the crystal structure. This dif-


fers from earlier biochemical data where substitution of G8


with analogs implicated the N1 of G as the general acid in the


reaction.39


In the hairpin ribozyme, A38 has been suggested to be the


general acid (Figure 4B). Deletion of the A38 base resulted in


104-105-fold reduction in catalytic activity.55 Rescue of this


abasic site required a planar heterocycle that had the same


Watson-Crick face as an A.55 These small molecules had


pKa’s at N1 (or equivalent) that ranged from 3.8-9.0.55 By


measurement of the pH dependence of the rate of the reac-


tion in the presence of each of the small molecules, it became


apparent that the protonation state of A38 was critical. This


suggested that at least part of the pH dependence of the hair-


pin ribozyme arises from A38, which has a calculated pKa of


∼6, similar to that of the acidic pKa of the natural ribozyme.55


In crystal structures of hairpin ribozymes, the N1 of A38 is


involved in a hydrogen-bonding interaction with the 5′-O leav-


ing group.24,49


The proposed catalytic mechanism for the glmS ribozyme


invokes a novel mechanism for protonation of the leaving


group, involving the sugar GlcN6P. In the absence of GlcN6P,


the ribozyme is ∼104-fold less active.6 Substitution of the


cofactor with the closely related Glc6P, in which the C2-amine


has been substituted with a hydroxyl, also leads to rate reduc-


tions of ∼104.56 The pKa of the C2-amine of GlcN6P is closer


to neutral than other RNA functional groups.56 The pKa is


about 7.8, a value very similar to what is observed for the pKa


of the cleavage reaction.56 In the crystal structure of the


GlcN6P bound glmS ribozyme, the C2-amine is hydrogen-


bonding to the 5-O leaving group (Figure 4C).43,57 The loca-


tion and pKa of the amine, as well as the effect on the rate of


its substitution, suggests that it is responsible for protonation


of the leaving group.


The role of A756 in the reaction of the VS ribozyme is still


under debate, but it appears to be critical for efficient


catalysis.46,47 Mutation of A756 leads to at least a 300-fold


reduction in the rate, while an abasic site at 756 leads to over


103-fold loss in catalytic activity.46 An interference study using


pKa-perturbed nucleotide analogs further implicated A756 in


the chemical mechanism of the VS ribozyme.58 Incorporation


of purine or 8-aza-adenosine, both of which have lower pKa’s


at N1 than A, resulted in interference at A756 that could be


rescue by reducing the pH of the reaction.58 These results sug-


gest that a protonated base at A756 is important for cataly-


sis. This could be a requirement for A756 to protonate the


leaving group or stabilize the transition state, or another less


direct role.


Conclusion
Although RNA cleavage by nucleolytic ribozymes is not as effi-


cient as that of RNase A, the catalytic mechanisms do share


similarities. The organization of the active sites in ribozymes


promotes the reaction by aligning the nucleophile with the


scissile phosphate and the leaving group. While some ambi-


guity remains as to how particular groups are used for catal-


ysis, there is certainly evidence that at least some of the


ribozymes are capitalizing on an acid-base mechanism for


the reaction. Finally, ribozymes may be binding to the transi-


tion state with greater affinity than to the precleaved or prod-


uct states. By utilizing these four mechanisms for promoting


catalysis, nucleolytic ribozymes are able to undergo self-scis-


sion in the absence of proteins.
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C O N S P E C T U S


Protein aggregation can be defined as the sacrifice of sta-
bilizing intrachain contacts of the functional state that are


replaced with interchain contacts to form non-functional states.
The resulting aggregate morphologies range from amorphous
structures without long-range order typical of nondisease pro-
teins involved in inclusion bodies to highly structured fibril
assemblies typical of amyloid disease proteins. In this Account,
we describe the development and application of computational
models for the investigation of nondisease and disease pro-
tein aggregation as illustrated for the proteins L and G and the
Alzheimer’s A� systems.


In each case, we validate the models against relevant
experimental observables and then expand on the experimen-
tal window to better elucidate the link between molecular properties and aggregation outcomes. Our studies show that each
class of protein exhibits distinct aggregation mechanisms that are dependent on protein sequence, protein concentration,
and solution conditions. Nondisease proteins can have native structural elements in the denatured state ensemble or rap-
idly form early folding intermediates, which offers avenues of protection against aggregation even at relatively high con-
centrations. The possibility that early folding intermediates may be evolutionarily selected for their protective role against
unwanted aggregation could be a useful strategy for reengineering sequences to slow aggregation and increase folding yield
in industrial protein production. The observed oligomeric aggregates that we see for nondisease proteins L and G may rep-
resent the nuclei for larger aggregates, not just for large amorphous inclusion bodies, but potentially as the seeds of ordered
fibrillar aggregates, since most nondisease proteins can form amyloid fibrils under conditions that destabilize the native state.


By contrast, amyloidogenic protein sequences such as A�1-40,42 and the familial Alzheimer’s disease (FAD) mutants favor
aggregation into ordered fibrils once the free-energy barrier for forming a critical nucleus is crossed. However, the struc-
tural characteristics and oligomer size of the soluble nucleation species have yet to be determined experimentally for any
disease peptide sequence, and the molecular mechanism of polymerization that eventually delineates a mature fibril is
unknown. This is in part due to the limited experimental access to very low peptide concentrations that are required to char-
acterize these early aggregation events, providing an opportunity for theoretical studies to bridge the gap between the mono-
mer and fibril end points and to develop testable hypotheses. Our model shows that A�1-40 requires as few as 6-10
monomer chains (depending on sequence) to begin manifesting the cross-� order that is a signature of formation of amy-
loid filaments or fibrils assessed in dye-binding kinetic assays. The richness of the oligomeric structures and viable fila-
ment and fibril polymorphs that we observe may offer structural clues to disease virulence variations that are seen for the
WT and hereditary mutants.
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Introduction
Evolution has guided the design of amino acid sequences


such that globular proteins reliably assume a specific func-


tional native state, precisely bringing together residues to


form, for example, catalytic sites in enzymes or specific bind-


ing site architectures for protein complexation and signaling.


The ability of the protein to find and maintain the native state


is therefore dependent on an amino acid sequence that gives


rise to a structural ensemble that is thermodynamically sta-


ble at the physiological pressures and temperatures and solu-


tion conditions in the normal cellular or extracellular


environment. Destabilizing sequence mutations,1 chemical


modification,2 or changes in protein concentration and solu-


tion environment of the protein3 can shift the equilibrium from


the native state in favor of aggregates, that is, misfolded states


with interchain contacts made with other proteins. These


aggregates range from structurally amorphous collections of


misfolded proteins often found in inclusion bodies when pro-


teins are overexpresssed in bacterial hosts4 to fibrils with reg-


ular and repeating structure associated with a number of


human diseases.1 In order to change deleterious aggregation


outcomes, it is of critical importance to develop an under-


standing of the molecular driving forces for early and late


aggregation events, which in turn might be reversed to pre-


vent disease proteins from nucleating thermodynamically sta-


ble aggregate assemblies or to break up inclusion bodies to


recover functional protein.


Though the gross morphology of large fibril aggregates can


be investigated with current biochemical or protein structural


experimental techniques,1,5 these are more limited in appli-


cation to early aggregation events involving small and likely


disordered oligomers at very dilute concentration. Molecular


simulations currently offer great promise of directly observ-


ing the entire aggregation process in molecular detail. In this


Account, we show how judicious use of coarse-grained mod-


els, validated against appropriate experimental observables,


can characterize the aggregation thermodynamics and kinetic


pathways at a level of detail and insight not possible with


experiment alone. We use these models to quantify molecu-


lar mechanistic differences in aggregation outcomes for non-


disease proteins L and G and the A� peptide indicted in


Alzheimer’s disease.


Folding and Aggregation for Nondisease
Proteins
Experimental evidence suggests that there is an increased pro-


pensity to aggregate for proteins that fold through kinetic


intermediates.6 Since these states do not adopt the full com-


plement of intrachain contacts made in the folded state, inter-


chain attraction can develop between partially formed


proteins. However, most proteins typically fold through inter-


mediates due to the, on average, large size (>200 amino


acids) and corresponding greater folding complexity. Further-


more, there is competition between the folding of protein


monomers and the formation of oligomeric protein aggregates


that derive from association of protein denatured states.7,8


Since folding and aggregation are thought to occur in paral-


lel, it is assumed that at low protein concentration the possi-


bly faster monomer folding pathway dominates,9 while at


sufficiently high concentration, the folding protein is trapped


into an oligomeric phase irreversibly or much more slowly


converts aggregates to native monomer.8,9


However, if cellular thermodynamic conditions in the


crowded cell were similar to the folding temperature midpoint


used to study folding in vitro, in which ∼50% of the protein


population is unfolded or occupying stable intermediates,


aggregation would be the far more common and detrimen-


tal outcome without protective mechanisms in place. While


the unfolded protein response such as rescue by chaperonins


and ubiquitin targeting for proteasomal degradation does exist


to protect the cell against the build up of misfolded protein, a


sustained and costly cellular level response in order for a


given protein to reach a functional native state would seem to


be a rather serious evolutionary flaw. That is, it would appear


more likely that proteins would reliably fold despite interme-


diates and slow-folding kinetic phases.


The nondisease immunoglobulin (IgG)-binding proteins L


and G make excellent targets for understanding the role of


intermediates and unfolded ensembles on protein aggrega-


tion, since they have little sequence homology but high struc-


tural homology and fold through distinctly different


mechanisms. Experimental evidence shows that protein L is a


two-state folder, with formation of a transition state involv-


ing only native �-hairpin 1.10 Protein G on the other hand,


folds through an early intermediate, followed by a rate-limit-


ing step that involves formation of �-hairpin 2.11 The ques-


tion that we set out to address was whether structural


characteristics of the denatured and intermediate ensembles


and the time scales of folding of these two different proteins


might explain aggregation outcomes.12


We have developed a coarse-grained (CG) protein model


that uses only the R-carbon centers to represent the pro-


tein, in which structural details of the amino acid side


chains and aqueous solvent are replaced with effective


bead-bead interactions.13–16 Figure 1 compares the native


structure of the protein L and G models and that deter-
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mined from the solution NMR structures (2PTL17 and


2GB1,18 respectively). This is one of the simplest models


capable of representing a real protein to medium resolu-


tion and tractable enough to fully characterize the thermo-


dynamics and kinetics of folding and aggregation.


We begin by showing that our CG model can differentiate


the experimental folding mechanisms of proteins L and G.19


The L and G sequences were mapped onto the CG reduced


letter code, and secondary structure dihedral angle assign-


ments were based on their PDB structures.17,18 At this level of


sequence resolution, it is revealed that L and G share far


higher sequence similarity (∼60-70%) than the full chemi-


cal sequences suggest. However, analysis shows that protein


L has more stabilizing interactions in �-hairpin 1 and a net loss


of stabilizing interactions in �-hairpin 2, while the protein G


sequence introduces net stabilization into �-hairpin 2.19 This


difference is reflected in the free-energy projections along


order parameters for native hairpin structure, ��1 and ��2 (Fig-


ure 2), in which there is a minimum free-energy path through


formation of �-hairpin 1 and then �-hairpin 2 for protein L or


�-hairpin 2 and then �-hairpin 1 for protein G.


While thermodynamics are suggestive of the folding mech-


anism, we need to characterize the folding trajectories of pro-


teins L and G to confirm the true kinetic mechanisms from


the model. We found that the mean first passage time to the


folded state of protein L conforms to two-state kinetics, with


the presence of a transition state ensemble with a well-formed


�-hairpin 1, consistent with experiment.19 Similar analysis of


protein G showed that it folds through two pathways. One


pathway exhibits two-state kinetics and folds through a tran-


sition-state ensemble with a well-formed �-hairpin 2 as per


experiment.19


The second pathway for protein G gives rise to three-state


kinetics, and involves an intermediate that precedes the rate-


limiting step in folding. Figure 3a shows the intrachain con-


tacts made in the native state (black contour) and the


intrachain contacts made in the folding intermediate (maroon


contours) for protein G. The intermediate shows hydrophobic


FIGURE 1. Comparison of the structural fidelity of the protein L and G models compared with experiment:15 (a) protein L model (right) vs
experiment17 (left); (b) protein G model (right) vs experiment18 (left). Reproduced by permission from ref 15. Copyright 2008 Wiley.


FIGURE 2. Free-energy contour plot as a function of native-state similarity of ��1 and ��2
19 for protein L (left) and protein G (right). Contour


lines are spaced 1kBT apart. Arrows show the lowest free-energy path to folding along the reaction coordinates.
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contacts between �-strands 1, 2, and 3; this would be repre-


sentative of most early folding intermediates that are typi-


cally formed by hydrophobic collapse. To confirm that we


correctly identified the intermediate ensemble, the simula-


tion trajectories were successfully fit to a reversible two-step


U S I S N kinetic model to summarize the folding for pro-


tein G (Figure 3b).19


Next we simulated three chains of proteins L and G to


relate differences in aggregation kinetics to differences in fold-


ing mechanism.12 When considering the time course for dis-


appearance of the unaggregated population, we found that


protein G aggregates more slowly than protein L.12 For pro-


tein L and the fast folding pathway for protein G, the time


scales for folding are comparable to the aggregation time


scale, whereas the protein G folding intermediate forms on


time scales that are an order of magnitude faster than that for


aggregation.12 We found that the structural signatures of the


denatured state ensemble (DSE) for protein L and the inter-


mediate state ensemble (ISE) for protein G and their time


scales for folding provide complete insight into their aggrega-


tion pathways and kinetics.


In Figure 4, we display contact maps of the DSE for pro-


tein L, as well as the ISE for the slow folding pathway of pro-


tein G (both in red contours). These figures show that native-
like contacts made in the DSE of protein L are more localized


(they do not show up in all or as extensively in the native


structural elements given by the black contour) relative to that


exhibited in the ISE of protein G. We also display in the con-


tact maps the self-chain contacts (green contours) made in the


aggregated ensemble for proteins L and G. For each protein,


it is evident that the intrachain contacts of the aggregated


ensemble resemble contacts formed in the DSE or ISE of the


related protein monomer. Because stable intrachain structural


elements are localized for protein L, the corresponding aggre-


gate is much richer in interchain �-strand association. By con-


trast, protein G, with its more extensive native structural


elements in the ISE, shows a reduced propensity for domain


swapping and largely exhibits only interchain association of


�-strands 3 and 3′ . Because the third �-strand is the most


hydrophobic segment of protein G, its rapid protection in the


folding mechanism as an early intermediate (Figure 3a) min-


imizes the destructive tendency of protein G to aggregate. By


determining the structural signatures of the DSE or ISE of a


protein, then one can propose mutations that introduce addi-


tional native contacts across the entire protein fold to amelio-


rate aggregation.12


Aggregation and Alzheimer’s Disease
The aggregation of peptides or proteins into amyloid fibrils is


associated with Alzheimer’s, Parkinson’s, type II diabetes, and


other human diseases.1 Although the proteins that comprise


the disease-related aggregates are dissimilar with respect to


amino acid sequence, the aggregates take on consistent mor-


phologies of unbranched fibrils 7-10 nm in diameter rich in


�-strands orthogonal to the fibril axis, organizing into inter-


molecular �-sheets that can extend to micrometers in length.1


Alzheimer’s disease is characterized by the appearance in the


brain of these fibril deposits, which are comprised primarily of


FIGURE 3. (a) Contact map comparing the structure of the native (black) and intermediate (maroon) for the slow folding pathway of protein
G.19 The contours outline which amino acids and their associated secondary structure elements are in spatial proximity to each other. (b)
Kinetic data (symbols) and kinetic fits (lines) for U S I S N folding mechanism for protein G’s slow folding pathway. Reproduced with
permission from ref 19. Copyright 2004 The Protein Society.


Contrasting Disease and Nondisease Protein Aggregation Fawzi et al.


1040 ACCOUNTS OF CHEMICAL RESEARCH 1037-1047 August 2008 Vol. 41, No. 8







amyloid-� (A�) peptide, created by proteolytic cleavage of the


amyloid precursor protein (APP) as A�1-40, or A�1-42.2


Although early attention focused on the amyloid fibrils as the


cause of Alzheimer’s disease, it is now hypothesized that A�
oligomers formed during early aggregation may be the pri-


mary cytotoxic species.20


A physical separation of the oligomer and fibril regimes


may be gleaned from the fibrillization kinetics that follow a


nucleation-dependent polymerization mechanism21,22 in


which the observed lag phase is due to the formation of a crit-


ical nucleus, the assembly into an oligomer corresponding to


the largest free-energy barrier, beyond which a gradient of


favorable free-energy results in a “down-hill” polymerization


into a mature fibril. However, the structural characteristics and


oligomer size of the soluble nucleating species have yet to be


determined experimentally for any disease peptide sequence,


and the molecular mechanism of polymerization that eventu-


ally delineates a mature fibril is unknown.


Solid-state NMR (SS-NMR) work by Tycko and


co-workers23,24 has provided detailed experimental models as


to the “folded state” of the A�1-40 monomer in the context of


the mature “agitated” prepared fibril (Figure 5). It is composed


of “U-shaped” monomers that form intermolecular N-termi-


nal and C-terminal in-register parallel �-sheets orthogonal to


the fibril axis, which we refer to as “filaments”. The SS-NMR


restraints indicate that the N- and C- terminal �-strands inter-


digitate to form side-chain contacts between the C-termini of


monomer i and the N-termini of the i - 2 monomer, intro-


ducing a geometric “stagger” in the individual filament struc-


ture (STAG(-2)).23 The early SS-NMR proposed two quaternary


FIGURE 4. Comparisons of contacts made in the folded monomer and aggregated ensembles for protein L and G.12 Native (black) and
denatured state (red) of the monomer and intrachain contacts in the aggregated ensemble (green) for protein L (top left) and protein G
(bottom left) and representative structures for aggregation of protein L (top, right) and protein G (bottom, right) are shown. Reproduced from
ref 12. Copyright 2005 The Protein Society.
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structures involving the relative orientation of two filaments24


based on approximate C2 symmetry around the fibril axis


(C2z) and orthogonal to the fibril axis (C2x), and later it was


determined that the agitated fibril was the C2z form.23 By con-


trast, Lührs and co-workers25 found only filament order for


A�1-42 with STAG(-1), but the mutation to methionine sul-


foxide in position 35 would likely explain the lack of fibril


order, since the mutation would likely destabilize the filament


pair interface. While both experimental models may be rele-


vant for insight into the disease state–both A�1-40 and


A�1-42 are present as are oxidative stresses in the cell–we


explore the implications of the SS-NMR model of Tycko and


co-workers here.


Using a more recent CG model that incorporates backbone


hydrogen bonding,15 we built a 40-chain fibril fully consis-


tent with the static NMR model of the two symmetry forms


proposed by the early SS-NMR data, albeit with a preference


for STAG(-1).26–28 With this validation, we characterize the


stability of different lengths of the fibril for the C2x and C2z
forms of WT A�1-40 to determine the critical nucleus.26 To


accomplish this, we systematically shorten the fibril by retain-


ing the innermost chains for sizes ranging between 20 to 4


monomer chains. For each size, we run 50-100 independent


simulations and measure the final structural integrity of the


fibril seeds by evaluating a quantity �f that measures fibril


order over the entire cross-section ends.26


Based on the ensemble of final structures for a given size,


n, we can calculate the equilibrium populations of structur-


ally stable and unstable fibrils based on a �f cutoff value, �c.


The fraction of trajectories that correspond to �f > �c mea-


sures a population, Pn, of an ordered fibril with intact end


monomers. This population is in equilibrium with the remain-


ing Pn-1 population corresponding to a loss of structural order


of one end cross-section. We can calculate the change in free


energy, ∆G, per unit cross-section as


d∆G
dn


)-kTln(Pn-1


Pn
) (1)


Integrating eq (1) over n leads to free-energy changes as a


function of n-chain fibril ordering, and we determine a criti-


cal nucleus size of ∼10 chains for both C2x and C2z within


the CG model26 (Figure 6). For aggregate sizes >8 chains, we


observe that there are reversible changes in �f, but for <8


chains, the structures consistent with a fibril are so disfavored


that we see fewer instances of reversibility. This makes the


free-energy curve along the fibril reaction coordinate below 8


chains ill-defined, and thus the barrier height difference


between C2x and C2z is not meaningful since the free-en-


ergy curves are not on an absolute scale.


Below the critical nucleus, we find that while there is some


�-strand structure in the A�1-40 oligomers, they do not orga-


nize even at the level of filaments. At concentrations near the


critical nucleus where the free energy reaches a maximum, we


find that there are well-formed filaments, but the two filaments


lack structural definition at their C-terminal interface, so the


two filaments do not align to define a fibril axis. Past the free-


energy barrier, the nucleation of a well-defined fibril axis


arises when the entropy advantage for disorder at the inter-


face of filaments is finally compensated by favorable enthal-


pic interactions. The primary enthalpic driver is the burial of


the exposed hydrophobic plane of the C-terminal interface of


the two filaments. At the critical nucleus, most hydrophobic


FIGURE 5. Summary of the solid-state NMR models for the A�1-40 monomer in the context of the mature “agitated” filaments and
fibrils.23,24,26 Reproduced in part with permission from ref 26. Copyright 2007 Elsevier. Reproduced in part with permission from ref 23.
Copyright 2006 American Chemical Society.
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contacts are satisfied regardless of the orientation of the two


filament interfaces; however, as the fibril continues to


lengthen and accumulate hydrophobic density along the


direction of the filament axis, rotations of the two filaments to


nonfibril orientations are now highly unfavorable due to the


loss of the enthalpic stabilization. Eventually the hydropho-


bic density saturates at some fibril length so that successive


cross-section addition results in a ∆∆G that is a constant,


which occurs in our model at ∼16 chains, and the protofibril


exhibits the structural integrity of a mature fibril.


Given a mature fibril size, we use it for characterizing fibril


growth mechanisms between the C2x and C2z forms under


two assumptions: (1) that the addition unit for growth is a sin-


gle monomer chain and (2) that the A�1-40 monomer exists


in a largely random coil configuration. These assumptions are


minimal in the sense that there is no definitive experimental


measurement of preferred structure for the monomer, and


while fibrils in vitro and in vivo may incorporate disordered oli-


gomers that only later take on cross-� structure, the relative


ability of the mature fibril to order these peptides is probed by


this experiment. Given those assumptions, we seed the ends


of the fibril, for each symmetry case, with monomers at dis-


tances that are close enough to not be diffusion-limited but far


from van der Waals contact. Again, we run large numbers of


independent simulations to collect an ensemble of fibril


growth probabilities.


The probability for successful monomer addition, defined


as the ratio of in-register parallel �-strand addition to growth-


halting antiparallel addition, is found to be highest for one end


of the C2z fibril, while the other end of the C2z fibril and both


ends of the C2x fibril show significantly lower probabilities for


successful addition. The primary reason for this difference


arises from the structural symmetry (C2x) vs asymmetry (C2z)


at the ends of the fibrils (Figure 7), which arises from the inter-


play of the stagger within the protofilaments, and the sym-


metry axis of the C2x and C2z fibril.26,28


For C2z, the N-terminal region spatially projects an amino


acid patterning that better specifies in-register parallel addi-


tion and more importantly fewer growth-halting antiparallel


additions, resulting in unidirectional growth of the C2z fibril


but bidirectional growth for C2x. However, the NMR data


restraints for A�1-40 do not rule out the possibility of a mixed


stagger, that is, +N stagger for one filament and -N stagger


for the other filament. Using our model, we can build a mixed


stagger structure (Figure 7),26 showing that it is possible to


reverse the structural end symmetries of the two quaternary


forms and potentially their elongation mechanism.


We see that polymorphs of the mature fibers arise from dif-


ferent organizations of at least two filaments that, combined


with stagger in the �-sheets, can affect fibril growth


patterns.26,29,30 This is a supercategory for the eight classes of


steric zippers describing interaction permutations between
covalent structures noted by Eisenberg and co-workers in their


work on microcrystals of short peptides.31 We note that the


finite length of our simulations makes the absolute percent-


ages of any type of correct monomer addition rather low


(∼3%). This suggests that incorrect additions might eventu-


ally anneal out and reconfigure to create a new viable end


structure on longer time scales, as suggested by AFM obser-


vations of fibril maturation.32 It also opens up the question as


FIGURE 6. Free energy for free monomer and fibril equilibrium for C2x and C2z (left) and representative structures for the different ordered
regimes (right):26 (a) below the critical nucleus, (b) at the critical nucleus, and (c) the stable fibril. Reproduced with permission from ref 26.
Copyright 2007 Elsevier.
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to whether the A� monomer is the dominant unit for fibril


elongation or whether in fact small oligomers are more via-


ble addition units for fibril lengthening.33


Familial Alzheimer’s Disease Mutants
Clues to spontaneous forms of Alzheimer’s disease can be


gleaned by contrasting its behavior to familial Alzheimer’s dis-


ease (FAD) mutants, including the Flemish (A21G),34 Arctic


(E22G),35 and Dutch mutants (E22Q),36 all of which have been


characterized for both A�1-40 and A�1-42. Differences among


the WT and FAD mutants are evident for in vitro studies of


fibrillization kinetics; the Dutch mutant nucleates and fibrillizes


more readily than WT, while the Arctic mutation has a higher


propensity to nucleate protofibrils, although subsequent fibrilli-


zation rates are comparable to WT.35 The nucleation and rate


of fibril formation is greatly reduced for the Flemish mutant


relative to WT.35


We emphasize that experiments are highly unspecific in


regards to what structural order is accumulating in the kinetic


profiles. The kinetics of the Arctic A� peptides have been


quantified by chromatographic methods that measure rates of


disappearance of monomer and appearance of oligomer


assemblies based on their mass and not their structures.35


Although Congo Red or Thioflavin T dye-binding fluorescence


are thought to measure the disappearance of monomer into


fibril assemblies, no definitive experimental evidence exists to


confirm that they can differentiate order accumulation at the


level of filaments or fibrils, since both have cross �-strand


order.


We have used our CG model study to address the clear dif-


ferences in the kinetics of the formation of fibril assemblies of


the Dutch, Flemish, and Arctic FAD mutants, using the WT C2z
morphology as the reference fibril structure and reevaluating


the free-energy trends along the fibril reaction coordinate as


a function of fibril size.37 We take as our measure for greater


ease of nucleation a shift in the critical nucleus to lower num-


ber of peptides and hence more accessible at lower concen-


tration. We take as our measure of faster fibrillization kinetics


a change in the free-energy slope for large ordered assem-


blies, that is, that |∆Gmutant| > |∆GWT|. Again we evaluate the


populations that achieve �f order over the whole fibril cross-


section using the WT reference fibril. We also use an addi-


tional order parameter, Pf, that measures the “nativeness” of


individual filament cross-sections relative to the WT filament.


Despite the locality of the mutation, substantial free-en-


ergy differences and structural ensembles exist among the


four different A� sequences measured as filaments (using Pf)


or fibrils (using �f) (Figure 8). We find that both the Arctic and


Flemish sequences promote greater disorder of the �-turn


region, which results in lower order as measured by Pf for both


mutants relative to WT. However, the difference in sequence


position of the glycine mutation for the Arctic and Flemish


cases radically alters fibril order stability as measured by �f.


The A21G mutant disrupts the N-terminal �-strands, and


regardless of the detection method (Pf or �f) for cross �-sheet


structure, the dynamic equilibrium strongly favors the mono-


meric peptide (Figure 9a). The greater resistance of the Flem-


ish mutant to order into fibril assemblies of any size suggests


that it is capable of both fragmentation into smaller oligomers


and promoting amorphous aggregation to yield large plaques,


given its lack of any definitive filament or fibril morphology


state.37 By contrast, the E22G mutation is enough removed


from the �-strands so that the Arctic mutant retains �-strand


order (Figure 9b), and the more flexible turn can now form


new contacts that allow little rotation between the filaments


beyond six chains.37 While new stabilizing contacts favor


smaller fibrils than those found for WT (Figure 8), they could


slow or even block the addition reaction to create larger fibril


assemblies. Our observation of distinctly different fibril prop-


erties of the Arctic mutant may be an example where disor-


FIGURE 7. Effect of axis symmetry and stagger on terminating fibril ends of A�1-40.26 A schematic of 16 chain fibrils is shown with N-
terminal region colored in teal and C-terminal region colored in orange: STAG(-1) C2x and STAG(-1) C2z (top); a mixed C2x and C2z
STAG(-1/+1) (bottom). Reproduced with permission from ref 26. Copyright 2007 Elsevier.
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dered hydrophobic collapse is now relatively more favorable


than ordered hydrogen bond formation.38 Furthermore, the


constant negative slope indicative of reaching a stable fibril


regime is the same for the Arctic mutant and WT, consistent


with chromatography methods that measure more rapid dis-


appearance of monomer into protofibrils for E22G relative to


WT37 but finding little difference in rates of forming fibrils.35


The Dutch mutant shows the smallest critical nucleus size


based on measures of filament order but not fibril order (Fig-


ure 8). Perhaps the Dutch mutant with its more negative slope


beyond the critical nucleus relative to all other sequences


favors a filament form such as that found for A�1-42.25 This


may explain its significantly enhanced fibrillization kinetics


using dye-binding assays of cross �-sheet structure but mea-


suring accumulation of filaments only. Another possible rea-


son is that the Dutch mutation eliminates charge repulsion


between peptides on the same filament, resulting in a more


exaggerated twist down the filament axis compared with WT.


This in turn requires a reorganization of the two-filament inter-


face to define a new polymorph of fibril order that is distinct


from the WT agitated fibril morphology (Figure 10).37 When


the alternative fibril polymorph for the Dutch mutant is added


as a reference, there is a qualitative shift for preference for


fibril order (Figure 8a).


Conclusion
We have used a coarse-grained model of proteins15 to exam-


ine the molecular factors that differentiate nondisease and dis-


ease aggregation. By characterizing in silico the aggregation of


proteins at high concentration, akin to the environment of


overexpressed proteins that aggregate into inclusion bodies,4


our investigations on proteins L and G suggest that protec-


tive structure in the DSE or ISE and time scales of functional


folding can set up protective mechanisms that help avoid del-


eterious aggregation.12 Whether any protein uses early inter-


mediates in folding for protection against unwanted


aggregation in vivo may involve evolutionary selection that


depends on a given protein’s cellular conditions. In vitro, pro-


tein sequences could be reengineered to manifest an early


folding intermediate as a strategy to increase folding yield in


industrial protein production. The observed nondisease aggre-


gates may represent the soluble nuclei for larger aggregates,


not just for inclusion bodies, but potentially as the seeds of


ordered fibrillar assemblies, since most nondisease


proteins3,39,40 can be induced to form amyloid fibrils.


Do protective folding mechanisms break down altogether


for disease-related sequences such as A�1-40 or A�1-42?


FIGURE 8. Free energy profile for free monomer vs fibrils (left) and filaments (right) for WT (black), Arctic (green), Dutch (WT fibril reference
in aqua and new polymorph in blue), and Flemish (red) mutants. Reproduced with permission from ref 37. Copyright 2008 Biophysical
Society.


FIGURE 9. Representative fibril structure of the Arctic (green) and
Flemish (red) mutants. Reproduced with permission from ref 37.
Copyright 2008 Biophysical Society.


FIGURE 10. Comparison of the Dutch fibril polymorph (blue) with
respect to WT sequence (black).37 The yellow spheres represent
amino acid 33 on each monomer chain. Reproduced with
permission from ref 37. Copyright 2008 Biophysical Society.
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While diminished structure in the DSE may promote interchain


aggregation, the enhancement of a specific type of collapsed


structure involving exposed �-strands has been suggested to


be the aggregate seed for A�.41 Recently we have shown


using all-atom molecular dynamics simulations that repro-


duce high-field solution ROESY spectra42 that the WT A�21-30


monomer fragment shows no evidence of a dominant popu-


lation of stable �-strands. Recent theoretical studies,43 vali-


dated against experimentally determined three bond scalar


coupling constants, showed that the longer A�1-42 disease


peptide sequence is highly flexible but with some �-hairpin


formation in the C-terminal region. However, scalar coupling


constants are insensitive to subpopulations of ordered struc-


ture that are better picked up by NOESY/ROESY experiments,


combined with molecular dynamics to interpret the NMR pop-


ulations.42 We are currently conducting new NOESY experi-


ments and molecular simulations on the A�1-40,42 sequences


to address these issues.


While most studies favor the origin of cytotoxicity as aris-


ing from soluble oligomers,44 the evidence for insoluble fibrils


as also being a cytotoxic agent are still compelling. Experi-


ments have shown that different polymorphs of the mature


A�1-40 fibril can contribute to variation in cell viability,29 and


synaptic activity is greatly impaired in the presence of the


insoluble plaque.45 Cognitive deficits arising from the Arctic


mutant were traced to a nonfibrillar form, whereas the sever-


ity of memory loss symptoms for carriers of the Dutch muta-


tion were consistent with interference from the mature fibrillar


species.20 In our studies, we find that the morphologies of the


fibril state are highly varied within the WT A�1-40 sequence


itself, in which two symmetry forms of the “agitated” fibril are


equally viable.26 The FAD mutants investigated here show


very different concentration regimes needed to nucleate


ordered filament and/or fibril assemblies and even new pol-


ymorphs.37 Thus the fibril regimes for the WT and FAD


mutants remain an important line of investigation for under-


standing the Alzheimer’s disease process.


Finally, in vitro studies are only part of the larger in vivo
complexity of degenerative aggregation disease processes that


indicate an overall system failure. For example, alternative


FAD mutations of APP outside the A� sequence affect ratios of


A�1-42/A�1-40 due to processing errors by �- and γ-secre-


tases2 and therefore disease severity depending on the abun-


dance of the more virulent A�1-42. The location of the


amyloid plaque deposits in the brain defines an important


aspect of the neuropathology of the disease state.46 Carriers


of the Arctic mutation exhibit deposits primarily of A�1-42 in


brain tissue and typical AD dementia symptoms,35 whereas


the Dutch mutation carriers show deposition of A�1-42 in


blood vessels that contribute to cerebral amyloid angiopathy


(CAA) with vascular dementia symptoms.36,46 Carriers of the


Flemish mutation are distinct by having the largest plaque


cores centered on blood vessels and dominated by A�1-40,


resulting in both AD dementia and CAA features.46 Recent


work has shown that differences in ganglioside binding of the


FAD mutants, an important constituent of cell membrane in


the central nervous system, might explain the region-specific


A� deposition in the brain.47 These provide examples of the


need for theory to push toward more complex problems that


confront the disease process, with the goal of demonstrable


success in the development of theoretical models that have


predictive power.
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Puoliväli, J.; Lesné, S.; Ashe, K. H.; Muchowski, P. J.; Mucke, L. Accelerating
amyloid-� fibrillization reduces oligomer levels and functional deficits in Alzheimer
disease mouse models. J. Biol. Chem. 2007, 282, 23818–23828.


45 Stern, E. A.; Bacskai, B. J.; Hickey, G. A.; Attenello, F. J.; Lombardo, J. A.; Hyman,
B. T. Cortical synaptic integration in vivo is disrupted by amyloid-beta plaques.
J. Neurosci. 2004, 24, 4535–4540.


46 Zhang-Nunes, S. X.; Maat-Schieman, M. L. C.; van Duinen, S. G.; Roos, R. A. C.;
Frosch, M. P.; Greenberg, S. M. The cerebral beta-amyloid angiopathies: hereditary
and sporadic. Brain Pathol. 2006, 16, 30–39.


47 Kakio, A.; Nishimoto, S.; Yanagisawa, K.; Kozutsumi, Y.; Matsuzaki, K. Interactions
of amyloid-� protein with various gangliosides in raft-like membranes: Importance of
GM1 ganglioside-bound form as an endogenous seed for Alzheimer-amyloid.
Biochemistry 2002, 41, 7385–7390.


Contrasting Disease and Nondisease Protein Aggregation Fawzi et al.


Vol. 41, No. 8 August 2008 1037-1047 ACCOUNTS OF CHEMICAL RESEARCH 1047












A New Generation of Sensors Based on
Extraordinary Optical Transmission
REUVEN GORDON,† DAVID SINTON,‡ KAREN L. KAVANAGH,§


AND ALEXANDRE G. BROLO*,⊥
†Department of Electrical and Computer Engineering, University of Victoria,


P.O. Box 3055, Victoria, B.C. V8W 3P6, Canada, ‡Department of
Mechanical Engineering, University of Victoria, P.O. Box 3055, Victoria,


B.C. V8W 3P6, Canada, §Department of Physics, Simon Fraser University,
8888 University Drive, Burnaby, B.C. V5A 1S6, Canada, ⊥ Department of


Chemistry, University of Victoria, P.O. Box 3065, Victoria,
B.C. V8W 3V6, Canada


RECEIVED ON MARCH 4, 2008


C O N S P E C T U S


Plasmonic-based chemical sensing technol-
ogies play a key role in chemical, biochem-


ical, and biomedical research, but basic
research in this area is still attracting interest.
Researchers would like to develop new types
of plasmonic nanostructures that can improve
the analytical figures of merit, such as detec-
tion limits, sensitivity, selectivity, and dynamic
range, relative to the commercial systems.
They are also tackling issues such as cost,
reproducibility, and multiplexing with the goal
of providing the best plasmonic-based plat-
form for chemical analysis.


In this Account, we will describe recent
advances in the optical and spectroscopic properties of nanohole arrays in thin gold films and their applications for chem-
ical sensing. These nanostructures support the unusual phenomenon of “extraordinary optical transmission” (EOT), that is,
they are more transparent at certain wavelengths than expected by the classical aperture theory.


The EOT is a consequence of surface plasmon (SP) excitations; hence, the resonance should respond to the adsorption
of organic molecules. We explored this effect and implemented the integration of the arrays of nanoholes as sensing ele-
ments in a microfluidic architecture. We then demonstrated how these devices could be applied in biochemical affinity tests.
Arrays of nanoholes offer a small sensing footprint and operate at normal transmission mode, which make them more suit-
able for miniaturization. This new approach for SPR sensing is more compatible with the lab-on-chip concept and offers
the possibility of high-throughput analysis from a single sensing chip.


We explored the field localization properties of EOT for surface-enhanced spectroscopy. We could control the enhance-
ment factors for SERS and SEFS by adjusting the geometry of the arrays. The shape of the individual nanoholes offers another
handle to tune the enhancement factor for surface-enhanced spectroscopy and SPR sensitivity. Apexes in shaped nanostruc-
tures function as optical antennas, focusing the light at extremely small regions at the tips. We observed additional sur-
face enhancement by tuning the apexes’ properties. The extra enhancement in these cases originated only from the small
number of molecules in the apex regions.


The arrays of nanoholes are an exciting new substrate for chemical sensing and enhanced spectroscopy. This class of
nanomaterials has the potential to provide a viable alternative to the commercial SPR-based sensors. Further research could
exploit this platform to develop nanostructures that support high field localization for single-molecule spectroscopy.
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1. Introduction


The recent advances in nanofabrication methods1,2 and nano-


particle synthesis3,4 are leading to the advent of a variety of


new nanostructures with unusual physical and chemical prop-


erties. Nanostructured free-electron metals are particularly


interesting, because they can be resonantly excited by visi-


ble light to produce surface plasmon (SP) oscillations.5 SPs are


collective electronic oscillations that lead to surface-bound


electromagnetic fields. They are categorized into two class-


es: propagating surface plasmons or surface plasmons polari-


tons (SPPs)3,5 and localized surface plasmons (LSPs).6 In most


cases, both SPP and LSP resonances are present and contrib-


ute to the optical characteristics of the nanostructure.7 The


manipulation of the properties of SPs by tailoring the geomet-


ric parameters of the nanostructures is the heart of the new


field of plasmonics.5 The plasmonic approach offers an excit-


ing alternative for the manipulation of light in the subwave-


length regime.8 The potential for the development of


plasmonic-based technologies is a major driving force in this


area, and several promising applications have been suggested.


For instance, plasmonic wave-guides could allow the process-


ing of a large amount of information at light speed,3 super-


lensing effects offers a new route to beat diffraction limitations


in imaging systems,9 and the inherent subwavelength con-


finement of the plasmonic field provides a viable alternative


for nanolithography.10 All these examples of application have


the potential to bring revolutionary advancements in informa-


tion processing, device fabrication and imaging technologies.


On the other hand, the plasmonics revolution has already


arrived to the field of chemical sensing, where SP waves are


widely used in important fundamental and practical applica-


tions.2 The capability of SPs to monitor surface-binding events


plays a key role in chemical, biochemical, and biomedical


research.11 The market has responded to the demand for reli-


able plasmonic devices for chemical sensing by providing sev-


eral options for commercial systems that operate based on the


principle of SP excitation.11


There are basically three approaches for SP-based chemi-


cal sensing. The first relies on the dependence of the surface


plasmon resonance (SPR) on the dielectric constant at the


metal-dielectric interface. The SPR is then sensitive to the


changes in refractive indexes provoked by molecular adsorp-


tion, a widely explored property by the bioanalytical commu-


nity to monitor binding events.11 The second approach


explores the red shift in the LSP absorption of metallic nano-


particles (NPs) due to aggregation to devise colorimetric


assays.12 The classical example for the technological applica-


tion of this approach is the Au nanoparticle-based pregnancy


test.13 Finally, the third approach explores the subwavelength


electromagnetic (EM) field localization that accompanies the SP


excitations for enhanced spectroscopy, such as surface-en-


hanced Raman scattering (SERS)14 and surface-enhanced flu-


orescence spectroscopy (SEFS).15 Enhanced spectroscopy


methods allow direct molecular identification and single-mol-


ecule detection limits.14


Plasmonic-based chemical sensing technologies are being


successfully applied and commercialized, and the basic


research in this area is still attracting much interest. The gen-


eral objective is to develop new types of plasmonic nanostruc-


tures that can improve the analytical figures of merit, such as,


detection limits, sensitivity, selectivity, and dynamic range,


provided by the commercial systems. Other issues, such as


cost, reproducibility, and multiplexing, are also tackled, with


the goal of providing the best plasmonic-based platform for


chemical analysis. Following these lines, our group has been


investigating the interesting phenomenon of light transmis-


sion through subwavelength holes (nanoholes) in gold films


and found that this class of substrate may provide a few


advantages over more common chemical sensing platforms.


In this Account, we will discuss our main contributions to this


particular field and propose an outlook for the future direc-


tions of this approach.


2. The Extraordinary Optical Transmission


It is intuitive that the amount of light transmitted through an


aperture in an opaque metal sheet should decrease with the


hole area. The physics behind this phenomenon has been


worked out more than 60 years ago by Bethe,16 who showed


that when the wavelength (λ) of the transmitted light is larger


than the hole diameter (d), the transmittance (T) is given by T


∝ (d/λ)4. A single hole in an infinitely thin slab was consid-


ered in Bethe’s formalism.16 An extension of his approach to


real metals17 and to arrays of holes has been reported.18 The


behavior of nanoholes in real metals with finite thickness was


subsequently explored.19


The idea that the amount of transmitted light decreases


with hole diameter according to Bethe’s law remained unchal-


lenged until 1998, when Ebbesen and co-workers realized a


seminal experiment on the light transmission through arrays


of nanoholes in Ag and Au thin films.20,21 Their result indi-


cated that the amount of transmitted light at certain wave-


lengths was much larger than predicted by the classical


aperture theory. They also demonstrated that there was more


light transmitted than the actual amount that impinged on the
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hole area; that is, the material seemed much more transpar-


ent than it should be. This unexpected phenomenon was


called extraordinary optical transmission (EOT). The effect was


observed for gold and silver films, but its magnitude


decreased when different metals were used. Moreover, the


peaks of maximum transmission were related to the dis-


tance between the nanoholes (periodicity). Considering all


these properties, it was suggested that EOT was due to the


excitation of surface plasmon resonances by a grating cou-


pling.20 Although this interpretation has since been chal-


lenged,22 the evidence from several laboratories seem to


consolidate the excitation of SP as the main contribution to the


EOT effect.23,24


An example of an array of nanoholes on Au that supports


EOT in the visible range is presented in Figure 1A. The array


in Figure 1A was fabricated using focused ion beam (FIB) mill-


ing. The EOT effect is illustrated in Figure 1B where the white


light transmission spectra through arrays of nanoholes of dif-


ferent periodicities are shown. The spectra in Figure 1B were


obtained using a microscope coupled to a miniature spectrom-


eter, as depicted in Figure 1C.25 Peaks in the white light trans-


mission (Figure 1B) correspond to the wavelengths that match


the EOT conditions for each structure. The amount of trans-


mitted light at the peaks far exceeded that expected from the


simple aperture theory.20


For periodic metallic nanostructures, the phase-matching


condition for SPP excitation coincides with the Bragg reso-


nances of the grating. At normal incidence, the wavelength of


SPP resonance (λSP) from an array of nanoholes with square


lattice symmetry can be estimated using20


λSP(i, j) )
p� εdεm


εd + εm


√i2 + j2
(1)


where p is the lattice constant (periodicity) of the array, i and


j are integers that define the scattering orders of the array, εd


and εm are the real part of the dielectric constants of the adja-


cent medium and the metal, respectively. Equation 1 is for SPs


on a smooth metal-dielectric interface, and it does not


directly apply for meshes. The EOT phenomenon from metal-


lic meshes and its applications have been recently reviewed


elsewhere.27


The zero-order (normal incidence) transmission spectra of


arrays with different periodicities (Figure 1B) shows EOT


slightly red-shifted from that expected from eq 1. Another


interesting feature from the EOT spectra shown in Figure 1B


is the asymmetry around the transmitted peaks. The mini-


mum in the transmission curves, marked with asterisks in Fig-


ure 1B, correspond to a diffraction phenomenon known as


Wood’s anomaly. A Fano analysis has been suggested to


explain the observed red shift of the SP resonance relative to


eq 1 and the line-shape asymmetry in the transmissions.28


The Fano treatment takes into consideration interfering reso-


nant and a nonresonant contributions to the phenomenon. In


the specific case of nanohole arrays, the interference between


the direct transmission through the nanoholes (incoherent


path) and the SP-mediated transmission (coherent path)


accounts for the resonance shift and asymmetry observed


experimentally in EOT.28 On the other hand, recent experi-


ments using two stacked micromeshes, which eliminate the


direct transmission path, still presented asymmetric transmis-


sion peaks.29


EOT was also observed for single holes, and contributions


from LSPs play a key role in these cases.19,30 The light trans-


mission depends strongly on the hole shape. For instance, lon-


gitudinal and transverse LSP modes can be individually


excited in rectangular holes by controlling the electric polar-


ization of the incident light. It has also been found that the cut-


off wavelength for the transmission increases as the width of


the rectangular holes is reduced, which is another counterin-


tuitive result from nanoholes in metals.31 The effect of the


hole shape on the transmission is also observed from arrays


of nanoholes.32,33 Another interesting property related to EOT


from single holes is the “beaming” of the transmitted light,19


which is a preferential direction for the emergent light beam


FIGURE 1. (A) Scanning electron micrograph (SEM) of an array of
nanoholes in a gold film; B) EOT spectra for three arrays with
different periodicitiessthe asterisk shows the position of the
Wood’s anomaly for one of the arrays; (C) experimental setup used
by our group to measure the EOT effect.26 The metal film is
deposited on a glass slide, and the gold side of the array is
exposed to solvents and aqueous solutions delivered by
microfluidics.
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in contrast to the anisotropic distribution expected from sim-


ple diffraction. The beaming phenomenon is more pro-


nounced when a single nanohole is surrounded by a grating


structure.34 In the case of arrays of nanoholes, each hole acts


like a new point source. Therefore, collimated incident light is


recovered as a still collimated output.


3. Exploring EOT for Surface Plasmon
Resonance Sensing
The EOT through arrays of nanoholes depends on the opti-


cal properties of the metal-dielectric interfaces through eq 1.


Therefore, the adsorption of molecules on the gold surface


should shift the transmission peak wavelength, leading to a


SP-mediated chemical sensor. Figure 2 shows a demonstra-


tion of the monolayer sensitivity of the SPR from arrays of


nanoholes reported by our group.25 The white light transmis-


sion spectrum through a clean array of nanoholes (bare Au


surface) presents a distinct resonant peak. The gold surface


was then modified by immersing the array of nanoholes in an


ethanoic solution of mercaptoundecanoic acid (MUA), lead-


ing to a characteristic red shift in the wavelength of maximum


transmission due to the changes in the dielectric properties of


the surface, as predicted by eq 1. Further modification of the


surface by a protein (bovine serum albumin, BSA) provoked an


additional wavelength shift. The spectrum characteristic of a


bare gold surface was recovered after the surface species were


removed by a plasma cleaning treatment.25


The results presented in Figure 2 are reminiscent of the


adsorption-induced shifts in the angle of minimum reflectiv-


ity in typical Kretschmann-configuration surface-plasmon res-


onance (SPR) experiments.11 SPR is one of the most widely


used tools for the study of binding in biochemical systems,


and Figure 2 shows that similar results can be obtained using


arrays of nanoholes.25 In contrast to the commercial SPR sen-


sors, the phase-matching condition for excitation of SPs in


zero-order transmission is given by the periodicity of the holes


(eq 1), and prism coupling is not required. This simplified opti-


cal setup is more suitable for miniaturization.


The combination of all the interesting properties of SP-me-


diated transmission, including the highly localized sensing


area and simple optical setup, render these types of substrates


ideal for the development of integrated biosensors in labora-


tory-on-chip devices. This concept was demonstrated by our


group,26 and the devices investigated are shown in Figure 3A.


Using standard microfluidics fabrication methods, we devel-


oped two configurations of the microfluidic layers, as shown


in Figure 3A. The sensitivity of the integrated arrays of nano-


holes was tested using standard sucrose solutions. The stan-


dard solutions were continuously flowed through the channels


while the whole white light transmission spectra were mea-


sured in real time using the setup shown in Figure 1C. The cal-


ibration curve, presented in Figure 3B, yielded a linear trend


within the range of refractive indexes investigated. The out-


put sensitivity of each array was calculated from the slope of


the calibration curves, averaging ∼333 nm/RIU (RIU ) refrac-


tive index units).26 The sensitivity found in our experiments


agreed well with the values predicted for grating-based SPR


devices35 and are similar to the sensitivities obtained from


sensing schemes based on metallic nanoparticles.36


The devices presented in Figure 3A were also used in affin-


ity tests involving the biotin-streptavidin system.26 Figure 3C


summarized the results of the affinity tests performed using


the arrays of nanoholes as sensor elements in the microflu-


idic device.


The results from Figure 3 demonstrate the potential of


using arrays of nanoholes as sensing elements in laboratory-


on-chip applications. The normal transmission setup allied to


the small footprint of the arrays offers an attractive opportu-


nity for miniaturization. An inexpensive device can be envi-


sioned where the detection of the whole transmission


FIGURE 2. The effects of molecular adsorption on EOT.25


FIGURE 3. (A) Schematic and SEM images illustrating the
architecture of the microfluidic chips with embedded nanohole
arrays; (B) calibration curve using sucrose solutions with different
concentrations; (C) application of nanoholes for an affinity test.26
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spectrum can be replaced by the measurements of changes in


the amplitude of the transmission from a single laser source,


a concept that has been reported already.37,38


The sensor output sensitivity obtained using the devices


presented in Figure 3A is an order of magnitude smaller than


the values from commercial angle-resolved SPR systems. This


is not a fundamental limitation to the application of arrays of


nanoholes for SPR sensing. It is important to point out that the


sensing area of the arrays of nanoholes is much smaller than


is typical of SPR arrangements; hence, the magnitude of the


wavelength shift from our experiment originates from a


smaller number of molecules. These considerations have been


taken into account by Stark et al.,37 who had demonstrated


better sensitivity and resolution than commercial SPR devices


by measuring the amplitude variations of a laser line through


a short ordered nanohole array. SPR resolution on the order


of commercial devices was also reported by Tetz et al.39 In


that case, they used crossed polarizers to select between the


coherent and the incoherent contributions to the EOT (these


are the contributions that lead to the Fano line shape observed


in Figure 1B). This scheme allows the recovery of a symmet-


rical line shape for the transmission, which provides better


sensitivity.39


4. Nanohole-Enhanced Spectroscopy


The results from Figure 3 show the potential for the applica-


tion of arrays of nanoholes in biomedical sensing and labo-


ratory-on-chip devices. Since the SP fields are tightly confined


to the interface, another powerful approach for chemical sens-


ing is to take advantage of this localization to produce


enhanced molecular spectroscopy. The EM localization is


known as the main contribution to SERS and SEFS.14,15 The


application of SERS and SEFS as a highly sensitive analytical


tool has been described for both random and patterned


substrates.14,40 Nanoholes in noble metals are a promising


platform for enhanced spectroscopy because they not only


confine the EM field but also restrict the analyte to very small


volumes. Moreover, in contrast to colloidal particles dispersed


on glass, the hot spots responsible for the field enhancement


are specifically organized by the nanofabrication of the grat-


ing.41 SERS measurements from a probe molecule, oxazine


720, adsorbed on arrays of nanoholes in gold films were


obtained by our group.42 The experimental geometry (for-


ward scattering) is presented in Figure 4A. The Raman scat-


tering of oxazine 720 was enhanced through the EOT of the


laser excitation. The relationship between the SERS responses


and the periodicity of the arrays was investigated, and it is


shown in Figure 4B.42 The inset in Figure 4B shows the trans-


mission spectra of three arrays with different p-values. The


dashed line corresponds to the laser excitation, fixed at 632.8


nm, and the arrow is to emphasize the position of the SP res-


onance relative to the laser line. It is clear that a strong


enhancement is observed when the laser energy is closer to


the SP excitation (red spectra), and the enhancement


decreases as the separation between the laser energy and the


EOT resonance increases.


The enhancement of the Raman signal was estimated to be


of the order of 105 for oxazine 720 relative to the normal


Raman of liquid benzene. This enhancement factor, however,


includes resonance Raman (RR) contributions, since the laser


excitation at 633 nm is within an electronic absorption of


oxazine 720. Attempts to obtain SERS from other species, such


as rhodamine 6G and pyridine, adsorbed on the nanoholes in


gold were not successful, indicating that the additional RR con-


tribution was essential for the observation of the spectra in Fig-


ure 4B. A quantitative evaluation of the enhancement factor


from nanoholes in silver was realized by Reilly et al.43 An


enhancement factor of 102 due exclusively to the SP excita-


tion through nanoholes was obtained. SERS from randomly


distributed nanoholes in gold films and normal Raman from


single nanoholes in metal were also reported.44,45


Infrared (IR) spectroscopy is another vibrational tool that


provides complementary information to the Raman scatter-


ing. It has been shown that EOT through Ni meshes enhances


the IR absorption from adsorbates.46 A 2 orders of magnitude


enhancement in the IR intensities was observed due to the


increased interaction time provided by the trapped light at the


interface in the form of SP waves.


Although vibrational spectroscopy (Raman and IR) offers


unique spectral characteristics of a chemical species, several


of the current biomedical assays utilize fluorescence probes.


Therefore, there is a great interest in exploring the applicabil-


ity of the arrays of nanoholes as substrates for SEFS,47–51 aim-


FIGURE 4. (A) Schematic of the forward scattering setup; (B)
nanohole-enhanced Raman scattering from oxazine 720 from
nanoholes with different periodicities (p). The inset shows the
transmission spectra of the arrays: (a) p ) 560 nm; (b) p ) 590 nm;
(c) p ) 620 nm.42
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ing at further improvement on the sensitivity and limit of


detections of fluorescence-based biomedical tests.


The geometry of our SEFS experiments was similar to the


one presented in Figure 4A, but now the nanoholes were cov-


ered with a polystyrene film doped with the dye.47 The poly-


styrene is necessary because a film thicker than a monolayer


is required for SEFS, due to the well-known fluorescence


quenching experienced by emitters in close proximity to


metallic surfaces. The fluorescence emissions from films of


similar thickness but from arrays of nanoholes with different


periodicities are shown in Figure 5A. The amount of fluores-


cence emissions from the arrays was always larger than


expected from classical aperture theory when the conditions


for SP resonance were achieved.


Another very relevant aspect for chemical analysis that was


noted in our SEFS experiments47 is illustrated in Figure 5B.


The integrated fluorescence from each array was plotted


against the concentration of dye in the film. The slope of these


plots corresponds to the sensitivity from each array. The


results from Figure 5B clearly show that the normalized sen-


sitivity increased by more than three times when the condi-


tions for EOT at the excitation laser frequency were


achieved.47 This is a very important observation because it


demonstrates that not only the detection limit but also the


optical response to concentration changes are optimized by


the plasmonic structure.


5. Enhanced Spectroscopy and Sensing
from Shaped Nanoholes
Another interesting feature that can be explored for chemi-


cal sensing and enhanced spectroscopy is the dependence of


the EOT on the hole shape.7,33,52,53 The anisotropic structures


present selective polarization-dependent transmission. For


instance, we had shown that elliptical holes act as nanopolar-


izers, with preferential transmission when the light field is


polarized perpendicular to the major axis of the ellipse.52 Sim-


ilar effects have been observed for rectangular holes.53 The


line width of the transmission peak was also shown to depend


on the aspect ratio of rectangular apertures;53 therefore, struc-


tures with a sharper transmission band can be devised by geo-


metric optimization to increase sensitivity.


One interesting hole shape that has been explored by our


group for SERS and surface-enhanced second harmonic gen-


eration (SESHG) is the “double-hole” structure.33,54,55 In this


case, each single circular hole from a typical array is replaced


by two holes separated by a controllable distance, as shown


in Figure 6. The distance variation adds another degree of


freedom for geometrical optimization of the plasmonic prop-


erties. An interesting situation arises when the two holes over-


lap. In this case, shown in Figure 6C, two sharp apexes are


created. The apexes can act as an optical antenna, focusing


the electromagnetic field to a very small region at the sharp


FIGURE 5. (A) Emission from arrays of nanoholes coated with a
polystyrene film (PS) with (a) p ) 553 nm in the absence of the dye
in the PS film (background), (b) p ) 407 nm and 3 µM of
dye embedded in the PS film, (c) p ) 653 nm and 3 µM of dye
embedded in the PS film, and (d) p ) 553 nm and 3 µM of dye
embedded in the PS filmsthe inset shows the calculated
enhancement factor for all arrays investigated; (B) sensitivity
obtained from plots of emission versus dye concentration in the PS
film for arrays with different periodicities.47


FIGURE 6. SEM picture of double holes (d is the center-to-center
hole distance): (a) d ) 250 nm, hole diameter ) 200 nm; (b) d )
210 nm, hole diameter ) 200 nm; (c) d ) 190 nm, hole diameter )
200 nm; (d) array of double holes with 750 nm periodicity; (e)
arrays of double holes with 550 nm periodicity.54
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points at the apexes. Figure 7A shows a FDTD calculation of


the field distribution around a double hole with overlapping


holes.


It can be seen that the EM field is expected to be strongly


concentrated in the apex regions. Since a strong localized field


is the main requirement for enhanced spectroscopy, tunable


surface enhancement is expected from these structures. We


have obtained SERS from the double-hole structures with dif-


ferent hole distances. The dependence of the SERS efficiency


versus the spacing between the holes in the basis of the lat-


tice is shown in Figure 7B. It can be seen that, as expected


from the electromagnetic theory, the SERS signal maximizes


when the two holes overlap. The results from Figure 4 com-


bined with the observations from Figure 7 show that the dou-


ble-hole structure offers two degrees of freedom, shape and


periodicity, for electric field optimization and enhanced spec-


troscopy. It is important to emphasize that the optimized cen-


ter-to-center hole offered an additional increase in the SERS


that arises only from the molecules within the apex region. In


other words, the number of species that are generating this


extra enhancement is very small. Therefore, these antenna


structures are promising for the detection of ultralow amounts


of adsorbed species by SERS.


Beyond their application in enhanced spectroscopy, arrays


of shaped nanoholes can also be optimized for SPR detec-


tion. Recently, it has been shown that the double-hole struc-


tures provide extra sensitivity to the response to refractive


index changes.56 Similar observations were obtained from the


application of slits in gold films for SPR sensing.57


6. Outlook and Conclusions


In this Account, we described our contributions to the appli-


cation of arrays of subwavelength holes in chemical sensing


and enhanced spectroscopy. The arrays of nanoholes present


significant advantages over other sensing schemes. They are


ideal SPR sensors for a microfluidics environment, and their


sensitivity may rival the performance of commercial SPR sys-


tems. The planar platform and transmission optics render this


class of substrates ideal for multiplexing in microarray for-


mat. Microarrays, consisting of nanohole arrays as sensor ele-


ments, for multiple detection and high-throughput analysis


seem to be the next step for this technology, and some pre-


liminary examples have been proposed.38


In terms of applications in enhanced spectroscopy, arrays


of circular nanoholes are suitable for SERS, SEFS, and SESHG.


The enhancement factor obtained, however, is not as high as


that observed from disordered structures. However, the


enhancement properties of the arrays can be improved by


using antenna structures. The double-hole structure, explored


by our group, is a good example. In this case, it was shown


that the geometry of the basis and the periodicity of the lat-


tice can be independently optimized for maximum enhance-


ment. The extra enhancement due to the antenna region


originates only from the molecules adsorbed in the apexes.


This indicates that this approach may be viable for the fabri-


cation of structures for single-molecule SERS.


Looking more into future applications, it is noteworthy that


nanoholes are unique among plasmonic nanostructures in


that they are fundamentally channels. In sensor applications


of nanohole arrays to date, these channels have been effec-


tively dead-ended, and thus the transport between the sen-


sor and the solution has been analogous to any other surface


patterned sensor. While microfluidics has aided in delivering


solutions to the arrays, the tremendous potential of the nano-


FIGURE 7. (A) FDTD calculation showing the enhanced field at the
apexes of the double holes; (B) SERS as a function of the center-to-
center hole distance within the double-hole basis. The array’s
periodicity was 750 nm, and the diameter of the nanoholes was
200 nm. The intensity of the 591 cm-1 band of oxazine 720 was
used.54
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hole as a conduit has yet to be explored. We feel a flow-


through nanohole array sensing format, as shown in Figure 8,


presents several exciting possibilities: First, analyte transport


via diffusion on the scale of the nanohole is extremely rapid,


and thus flow-through greatly enhances the exposure of the


active area to the solution under test. Likewise, a flow-through


configuration could provide a model platform to study a range


of dynamic processes; analogous electrochemical measure-


ments in nanochannels that harness rapid diffusion on nanos-


cales show much promise.58 Second, flow-through nanohole


arrays, if connected in series with service microfluidics, would


achieve a solution sieving action that is unique among sur-


face-based sensing methods. Just as the nanophotonic struc-


tures enable intense confinement of the electromagnetic field,


flow-through enables sieving and nanoconfinement of an


adsorbed analyte in the same region. Third, while a single


nanohole would present a dominant flow resistance in an oth-


erwise microfluidic system, arrays serve to parallelize the resis-


tance and thus fluid handling and control can be compatible


between the parallel nanochannels and service microfluidics.


Fourthly, flow-through provides access to a previously unex-


ploited portion of the photonic structure and thus potentially


new insight into EOT and new applications. One such appli-


cation would be to immobilize a cell on the surface of a large


array of nanoholes and use access provided by the through-


nanoholes to deliver localized inputs and analyze localized


outputs on the subcellular scale.


One of the glaring limitations to the wide ranging applica-


bility of nanohole arrays in analytical chemistry is the serial


character of the FIB fabrication. However, several methods


for large area patterning have been described in the litera-


ture.24,59 These new lithographic methods offer a promising


avenue to overcome this limitation.
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C O N S P E C T U S


Historically, people have prized gold for its beauty and the
durability that resulted from its chemical inertness. How-


ever, even the ancient Romans had noted that finely dispersed
gold can give rise to particular optical phenomena. A decade ago,
researchers found that highly dispersed gold supported on oxides
exhibits high chemical activity in a number of reactions. These
chemical and optical properties have recently prompted consid-
erable interest in applications of nanodispersed gold.


Despite their broad use, a microscopic understanding of these
gold-metal oxide systems lags behind their application. Numer-
ous studies are currently underway to understand why supported
nanometer-sized gold particles show catalytic activity and to
explore possible applications of their optical properties in pho-
tonics and biology.


This Account focuses on a microscopic understanding of the gold-substrate interaction and its impact on the proper-
ties of the adsorbed gold. Our strategy uses model systems in which gold atoms and clusters are supported on well-
ordered thin oxide films grown on metal single crystals. As a result, we can investigate the systems with the rigor of modern
surface science techniques while incorporating some of the complexity found in technological applications.


We use a variety of different experimental methods, namely, scanning probe techniques (scanning tunneling micros-
copy and spectroscopy, STM and STS), as well as infrared (IR), temperature-programmed desorption (TPD), and electron
paramagnetic resonance (EPR) spectroscopy, to evaluate these interactions and combine these results with theoretical cal-
culations. We examined the properties of supported gold with increasing complexity starting from single gold atoms to one-
and two-dimensional clusters and three-dimensional particles. These investigations show that the binding of gold on oxide
surfaces depends on the properties of the oxide, which leads to different electronic properties of the Au deposits. Changes
in the electronic structure, namely, the charge state of Au atoms and clusters, can be induced by surface defects such as
color centers.


Interestingly, the film thickness can also serve as a parameter to alter the properties of Au. Thin MgO films (two to three
monolayer thickness) stabilize negatively charged Au atoms and two-dimensional Au particles. In three dimensions, the prop-
erties of Au particles bigger than 2-3 nm in diameter are largely independent of the support. Smaller three-dimensional
particles, however, showed differences based on the supporting oxide. Presumably, the oxide support stabilizes particular
atomic configurations, charge states, or electronic properties of the ultrasmall Au aggregates, which are in turn responsi-
ble for this distinct chemical behavior.


Introduction
Gold is known for durability and beauty. The rea-


son is, of course, its inertness in chemical reac-


tions. Nevertheless, it has been recognized since


Roman times that finely dispersed gold gives rise


to optical phenomena (red “gold” glass).1 About a


decade ago, it was found that highly dispersed


gold supported on oxides exhibits high chemical
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activity in an increasing number of chemical reactions.2,3 The


properties of nanodispersed gold have stimulated a huge


number of studies in catalysis, photonics, and biology. Despite


the enormous interest and enhanced activities worldwide, the


details of the electronic properties of the small gold particles


as they interact with the supports have not been revealed at


the atomic scale. This renders careful model studies a neces-


sity. In particular, the studies of metal particles supported on


planar oxide substrates under well-controlled conditions were


envisioned to provide fundamental insights into the relation-


ships between the atomic structure and the physical and


chemical properties of supported gold clusters (see, for


instance refs 4–6). In this Account, we will go beyond previ-


ous Accounts by adding aspects of the structure-property


relationships of atoms and particles as well as the influence of


the support. This Account focuses on recent studies in our


group and neglects various aspects such as Au on bulk oxides.


For those aspects, the interested reader is referred to the


literature.4,7


It is well-known that gold exhibits a relatively high elec-


tronegativity and high ionization potential, which renders gold


a poor electron donor. As a result, gold interacts weakly with


many oxides. Thus, the substrate temperature during physi-


cal vapor deposition (PVD) of gold may alter the nucleation


and growth processes since the Au adatoms may escape from


defect sites at higher temperatures, migrate on the surface,


and hence agglomerate. Also, the size and the shape of the


gold aggregates depend on the temperature and can be meta-


stable once formed at low temperatures. Not surprisingly, oxy-


gen vacancies were found to play an important role in the


adsorption of gold on oxide surfaces.8 The nature of the oxy-


gen vacancies depends on the charge state of the vacancy


and the associated redistribution of charge in its surround-


ings which correlates to a first approximation with the ionic-


ity of the oxide under consideration. Finally, in the case of the


ultrathin oxide films, the metal substrate lying underneath the


film may affect the properties of single Au adatoms and par-


ticles, thus leading to an adsorption behavior that depends on


the oxide thickness.


In the following, we will discuss a number of examples for


Au/oxide systems, which include single atoms, small clusters,


two-dimensional islands, and three-dimensional nanoparticles


on thin, well-ordered oxide films (as schematically shown in


Figure 1) in order to demonstrate the complexity of the gold/


oxide interaction. Thermal stability and effects of ambient


gases on the structure of gold surface species have been also


examined. We believe that the results provide us with a


deeper understanding of the structure-property relationships


of nanodispersed gold.


Single Supported Gold Atoms
Individual Au atoms interact rather weakly with stoichiomet-


ric oxide surfaces and as compared with Au-Au bonds. Thus,


experiments aiming at an investigation of Au atoms require


low temperature, as well as low coverage, to suppress the for-


mation of Au aggregates. Within this Account, the properties


of single Au atoms on different thin oxide films, namely,


MgO(100)/Mo(001) or Ag(001), FeO(111)/Pt(111), SiO2/


Mo(112), and Al10O13/NiAl(110), will be discussed. The oxides


range from highly ionic to more covalent ones, and it is


instructive to compare these surfaces with respect to the


changes in Au binding.


MgO, with its simple rock salt structure may be considered


the prototype of an ionic oxide. There are well-established rec-


ipes to prepare single-crystalline MgO(001) on Mo(001)9–11


and Ag(001),12,13 which have been adopted here. Au atoms


were prepared on a stoichiometric, ∼20 monolayer (ML) thick


MgO(001) film grown on Mo(001) by PVD of an equivalent of


0.01 ML Au at 35 K. The presence of single gold atoms on the


surface was proven by electron paramagnetic resonance (EPR)


spectroscopy. The EPR spectrum is characterized by a quartet


of lines caused by the hyperfine interaction of the electron


spin (S ) 1/2) with the nuclear spin (I(197Au) ) 3/2; 100% nat-


ural abundance) of the neutral gold atoms (Figure 2a). A


detailed analysis of angular-dependent EPR spectra allows a


determination of the magnetic interaction parameters (g and


hyperfine matrix) and proves the Au atoms to be located on


terrace sites of the MgO(001) surface. This is in perfect agree-


ment with low-temperature scanning tunneling microscopy


(STM) results (Figure 2b).14 By analysis of the additional hyper-


fine interaction with O of an 17O enriched MgO films, the Au


atoms were shown to adsorb on top of oxygen ions (Figure


2a) in agreement with theoretical predictions.15–17 Important


information on the electronic structure is encoded in the


hyperfine tensor components. Compared with that of Au


FIGURE 1. Schematic representation of the model systems used to
study the size and shape, electronic structure, metal-support
interactions, and adsorption properties of highly dispersed gold
supported on oxide surfaces.
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atoms in the gas phase, the isotropic part of the hyperfine


interaction, associated with the spin density at the nucleus, is


reduced by about 50%, pointing to a significant redistribu-


tion of electron density upon binding to the surface. There are


different scenarios conceivable to rationalize this finding


including a charge transfer onto the Au atom. DFT calcula-


tions showed, however, that this effect is due to a polariza-


tion of the singly occupied 6s orbital of neutral Au atoms


away from the MgO surface.14


Infrared (IR) spectroscopy is often used to obtain informa-


tion on the properties of metals employing simple probe mol-


ecules such as CO. This strategy was extensively applied to


characterize supported gold catalysts (ref 7 and references


therein). When this strategy was applied to the previously dis-


cussed system, the infrared spectra taken after saturating Au


with CO result in two IR bands centered at 2120 and 1852


cm-1 (Figure 2c).18 The former signal can be assigned to CO


adsorbed on small neutral Au clusters, whereas the latter one,


red-shifted by 291 and 180 cm-1 compared with gas-phase


CO and Au-CO complex,19 respectively, is associated with


single Au atoms. The large red shift, indicating a significant


charge transfer into the π*-orbital of the CO, is usually inter-


preted as an indication for negatively charged Au atoms,


which was proven (see above) not to be the case. A detailed


theoretical analysis of this system reveals that the large red


shift is caused by the largely polarized valence electron of the


adsorbed Au atoms, which creates a Auδ+COδ- complex on


the surface. This shows that particularly for atoms or very


small clusters, probe molecules such as CO may fail to prop-


erly report on the properties of the underlying metal.18


The strongly polarized adsorption of Au atoms on top of


oxygen anions of a MgO surface can be understood in a


straightforward manner keeping in mind the large polarizabil-


ity and the high electronegativity of Au atoms. The question


arises whether these effects can be used to either manipu-


late the adsorption or, alternatively, probe properties of an


oxide surface. To this end polar oxide surfaces, characterized


by a divergence of the Madelung potential in case of thicker


films, are particularly well suited. The Madelung instability


occurs if charged planes of ions alternate perpendicular to the


surface. One of the main questions is the mechanism by which


the film reduces its electrostatic potential. As an example, an


FeO(111) film grown on Pt(111) will be discussed here.20–22


This film, which consists of one Fe layer in contact with the Pt


substrate and a terminating oxygen layer, forms a Moire pat-


tern with a periodicity of ∼25 Å due to the lattice mismatch


between FeO(111) and Pt(111). Deposition of Au atoms onto


this surface at low temperature (5 K) results in the formation


of a well-ordered superstructure of Au atoms, which maps the


Moire pattern of the underlying surface.23 The registry anal-


ysis of the single Au atoms within the Moire unit cell (see


rhomb in Figure 3a) revealed that Au adsorbs preferentially on


the so-called hcp domain, which exhibits the largest dipole


moment. The latter is determined by the distance between the


Feδ+ and Oδ- layers, which is in turn governed by the regis-


try with the underlying Pt substrate.24 The adsorption of gold


atoms on the sites with the largest dipole moment results in


the largest polarization of the adatoms in the dipole field of


the oxide and therefore strengthens the gold-oxide bond.


FIGURE 2. (a) Experimental and simulated EPR spectra of 0.01 ML Au atoms adsorbed on a 20 ML thick MgO(001) film on Mo(001). EPR
spectrum of Au atoms on an 17O enriched MgO film is shown in green. (b) STM image (30 × 25 nm2) of Au atoms (0.035 ML) deposited at 8
K on ∼8 ML thick MgO(001)/Ag(001) film. (c) IR spectrum of CO adsorbed on Au atoms and clusters on a MgO(001) film.


FIGURE 3. STM images of Au single atoms deposited on FeO(111)/
Pt(111) (a) and Al10O13/NiAl(110) (b) films at 5-10 K23,29 (image
sizes (a) 15 × 15 nm2 (b) and 30 × 30 nm2). The Moiré unit cell
with a ∼25 Å lattice constant is indicated in panel a.
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The Au adatoms appear in the STM images as large pro-


trusions (Figure 2a).23 This rather large size has an electronic


origin and is basically due to the extension of the Au 6s elec-


tron wave function above the surface plane. Additional inter-


esting information on the electronic properties of the Au


atoms can be gathered using tunneling spectroscopy (TS). The


spectra revealed a Au related state ∼0.5 eV above the Fermi


level.23 This unoccupied state is attributed to the Au 6s orbital,


which suggests positive charging of the adatom in agreement


with theoretical predictions. Such an unusual charge state of


Au adatoms is owed to the high Pt(111) workfunction that is


further increased by the polar FeO(111) film and inhibits


charge transfer into the Au adatoms.25


The situation is considerably different for Au atoms on a


thin alumina film grown on NiAl(110).26 The film consists of


two O-Al layers (Os-Als-Oi-Ali-NiAl...) with a rather com-


plex structure and exhibits an overall Al10O13 stoichi-


ometry.26,27 Single Au atoms were deposited and imaged by


STM at low temperature (10 K) (see Figure 3b).28,29 In con-


trast to the FeO case, the tunneling spectra of the Au atoms


lack an unoccupied state of Au 6s character. Also the appear-


ance of Au adatoms as faint protrusions in STM images, taken


at positive bias, indicates the absence of unoccupied states


below the alumina conduction band and therefore suggests a


completely filled Au 6s orbital located below the Fermi level.


The presence of a negative excess charge in the Au is fur-


ther corroborated by DFT calculations that also provide a


detailed picture for the binding characteristics.29 The Au atoms


adsorb on top of Als sites, which are located above Al in the


topmost layer of the NiAl(110) substrate. The charge transfer


results from a Au-induced rupture of an Als-Oi bond in the


alumina film. The Au 6s hybridizes with the 3s orbital of the


Als and abstracts an electron to form a negatively charged Au


atom. The coordinatively unsaturated interface oxygen


restores its preferred valence by a new bond to the Al atom


of the NiAl substrate. Chemically speaking the Au atoms oxi-


dize the NiAl surface.


For more covalent oxides, the interaction with Au due to


polarization will decrease, and Au is expected to bind only


weakly as long as the oxide surface is chemically inert (see


alumina/NiAl(110)). However, as seen from the Au/FeO(111)


surface discussed above, additional effects may complicate


such a simple picture. A system that follows this expectation


almost perfectly is a thin single-crystalline silica film grown on


Mo(112).30 The film consists of a monolayer network of cor-


ner-sharing [SiO4] tetrahedra with one oxygen atom bonded


to the Mo substrate.31 The interaction of Au with this silica sur-


face is found to be very weak. Even at 10 K, Au atoms dif-


fuse to the antiphase domain boundaries present in the film,


where stronger binding becomes feasible. It is worth noting


that this behavior is different for other metal atoms, which


may penetrate the honeycomb-like film as theoretically pre-


dicted for Pd and recently verified by STM.32–34


One can take these results a step further and ask the ques-


tion whether it is possible to manipulate this interaction by


changing the properties of the oxide. This is indeed possible


and was demonstrated using MgO(001) films as prototype


examples. One way to alter the properties of adsorbed spe-


cies is to create new, preferably reactive centers on the sur-


face. A class of centers that is particularly interesting with


respect to oxides is oxygen vacancies also known as color


centers. A combination of STM/STS and EPR spectroscopy was


employed to prove the presence of intentionally created oxy-


gen vacancies located on edges and corners of the MgO


islands.13,35 It is possible to show that Au atoms become neg-


atively charged on thick MgO films upon binding to oxygen


vacancies, as verified by a combination of IR spectroscopy and


theoretical calculations.36 Another strategy to alter the prop-


erties of Au atoms deposited on thin MgO films is to reduce


the thickness of the MgO films. In contrast to the “thick” MgO


films, DFT calculations predicted a charge transfer from the


metal substrate onto gold atoms when the gold atoms are


deposited onto the thin, 2-3 ML films.37 The deposition of


MgO onto the metal substrate reduces the work function of


the system. In turn, the unoccupied part of the Au 6s level is


shifted below the Fermi energy. Low-temperature STM exper-


iments of Au atoms on 3 ML thin MgO(001) films provided


convincing evidence for this charging effect. First, an ordered


arrangement of atoms is observed reflecting the repulsive


interaction as expected for charged species. Second, the pre-


ferred adsorption site being the oxygen on top sites for bulk-


like MgO changes in favor of the Mg sites.38,39 This is in close


correspondence to the behavior on the thin alumina film dis-


cussed above, where Au adsorbs on top of Al cations. It is


worth noting that this effect is a peculiarity of Au while other


metals with lower electron affinities such as Pd behave as


expected for bulk oxides, that is, do not exhibit any charge


transfer.


One- and Two-Dimensional Structures
From a thermodynamic point of view Au tends to form three-


dimensional (3D) particles on oxide surfaces owing to the


lower surface energies of oxides compared with metals. How-


ever, under kinetically limited growth conditions, structures


with lower dimensionality can be prepared as well. Their sta-


bility strongly depends on the system under study and might
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require low temperatures as seen in the previous section.


However, certain substrates have a sufficiently enhanced inter-


action to stabilize low-dimensional structures even at higher


temperatures. The reduced dimensionality is often associated


with peculiar properties, and the following section will dis-


cuss some examples focusing on the properties of such


aggregates.


When Au atoms are deposited on oxide films even at low


temperatures, it is expected that gold clustering may also


occur. It is, however, surprising to see the formation of linear


Au aggregates of up to seven atoms upon deposition at 10 K


on alumina films (see also Figure 4).28,29 The Au chains are


exclusively aligned with the [001] direction of NiAl(110),


despite the 3-fold symmetry of the oxide layer. This finding


indicates that the metal substrate is involved in the interac-


tion of the Au atoms with the thin alumina film. The Au chains


exhibit an interatomic distance of about 2.5 Å, which is only


slightly larger than the Au-Au bond in Au2 cluster in the gas


phase (2.47 Å).40 As discussed previously, strong Au binding


takes place to those Als sites, which are located directly above


an Al atom in NiAl(110). The incommensurate structure of alu-


mina on NiAl(110) renders such configuration rather unlikely


on the surface. However, the Als ions next to a favorable site


often provide a similar Au binding potential, because they are


located above one and the same [001] oriented Al row in


NiAl(110) and thus enable the same interaction mechanism.


Consequently, close-packed Au chains of 10-22 Å in length


are formed on the alumina film surface above Al rows of the


support, which are limited in length only by the slight mis-


alignment between the Als orientation and the NiAl[100] direc-


tion. For Au chains of known size, their charge state can be


inferred from the electron filling of quantum well states devel-


oping in the 1D potential well, as determined by STS and cor-


roborated by DFT calculations. The analysis reveals that the


Au2-Au4 chains carry two while the longer chains (Au5-Au7)


carry three negative charges.29


These linear Au chains are stable only at relatively low tem-


peratures (<77 K). Also, for Au on thin (2-3 ML) MgO films,


DFT calculations predicted a stabilization of negatively charged


2D particles as opposed to neutral 3D ones on bulk-like


MgO.41 This stabilization is driven by a combination of


polaronic distortions of the MgO film and image charge effects


as discussed in the previous section for Au atoms. This pre-


diction was verified in a recent STM study where heating of


Au deposited at 5 K onto 3 ML MgO(001)/Ag(001) to 300 K


results in 2D Au islands (Figure 5a), while the same experi-


ment on a thick (8 ML) MgO film favors the formation of 3D


nanoparticles (Figure 5b).38


A similar behavior is found for Au deposited on the


FeO(111)/Pt(111) at higher temperatures. Deposition of below


0.1 ML Au at 120 K and subsequent annealing to 300 K


results in 2D particles, which are stable even after annealing


to 500 K.42 It seems plausible that the interaction of Au with


the surface dipole stabilizes the Au/FeO interface and thus the


2D structures. Interestingly, adsorption of CO onto these 2D


gold islands gives rise to IR spectra, as well as desorption tem-


peratures in temperature-programmed desorption (TPD) spec-


tra, that are comparable to those found for large Au


particles.42,43 This suggests that quantum size effects may not


govern reactivity of Au in the CO oxidation reaction as previ-


ously inferred for Au on TiO2(110) by tunneling spectro-


scopy.44


Gold Nanoparticles: Support Effects
Gold deposition at or heating to 300 K results in the forma-


tion of 3D particles on all supports discussed here. The prop-


erties of nanoparticles exhibiting a particle size >2 nm as


probed by STM, IR, and TPD of CO are basically independent


of the substrate: gold forms well-faceted particles with stretch-


FIGURE 4. Tunneling spectra of an Au7 chain on
alumina/NiAl(110).29 The states at -1.8, -1.3, and +2.7 V belong
to a set of s-dz2-like quantum well states, whereas the states at
+1.8 and 3.5 V belong to a set of p-like states. The inset shows dI/
dV images of two highest occupied states as well as a topographic
image of the Au7 chain.


FIGURE 5. Room-temperature STM images (30 × 30 nm2, T ) 5 K)
of Au deposited at 5 K and subsequently annealed to 300 K on a
(a) 3 ML MgO(001) and (b) 8 ML MgO(001) films.
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ing frequency of CO (ν̃CO) around 2110 cm-1 and two CO


desorption peaks at temperatures (Tdes) in the range of


130-180 K. A variation of ν̃CO and Tdes is usually observed


only when smaller particles are formed that bind CO more


strongly. A typical example is Au deposited at 300 K on the


alumina film. The Au clusters are 3D independent of cover-


age. Larger particles form well-faceted islands with a (111) ori-


ented top facet (Figure 6a). If the clusters size is smaller than


about 2 nm, CO molecules get more strongly bound and the


desorption extends up to ∼250 K.45


Besides this universal behavior of larger particles and stron-


ger CO binding on smaller clusters, there are, however, con-


siderable differences in Au nucleation and hence cluster


distribution observed for Au clusters that are related to either


the chemical nature of the support or the presence of point


defects (inherently present or artificially created).


Well-faceted Au particles on the alumina/NiAl(110) surface


are statistically distributed with no preference for the network


of dislocation lines, which are preferential nucleation sites for


electropositive metals such as Pd.46 In contrast, Au crystal-


lites prepared at 300 K on CeO2(111) films grown on


Ru(0001)47 are preferentially nucleated at step edges as long


as the number of point defects is small (Figure 6b). Compared


with those on the alumina surface, the particles are more resis-


tant toward sintering and do not alter after annealing to 500


K. Nucleation on terrace sites takes place only after satura-


tion of the step sites with particles of a certain size, which sug-


gests a self-limiting growth mechanism in this case. The


nucleation behavior can be modified by reduction of the sur-


face upon high-temperature annealing, which results in point


defects on the CeO2(111) terraces. The point defects serve as


nucleation sites for Au; hence, cluster formation is observed


on the terrace even for small coverage. Surface vacancies are


presumably also responsible for the broad size distribution of


3D Au particles grown on Fe3O4(111)/Pt(111)48 after deposi-


tion at 300 K.45 Heating of the system induces Ostwald rip-


ening, and well-faceted, (111)-oriented particles are found


(Figure 6c). For small Au particles deposited on Fe3O4(111) at


90 K, an additional CO band at 2165 is observed (Figure 7a).


The position of the signal suggests the formation of cationic


Au+δ species on these supports. It is tempting to correlate their


occurrence with the presence of point defects on the surfaces.


However, one has to keep in mind that point defects on highly


ionic oxides, such as MgO, produce negatively charged Au


particles exhibiting a red shift of the CO stretching band by


40-100 cm-1 depending on particle size (Figure 7b).36


Apart from a microscopic characterization of the interac-


tion between gold and oxide surfaces discussed in detail


above, the group has also worked on more application-ori-


ented facets of these systems. For example, optical proper-


ties of Au particles were investigated on the single-particle


level focusing on the impact of the substrate on these prop-


erties as well as the ability to tune them. Another aspect that


is particularly important with respect to catalytic applications


relates to environmental effects, that is, the influence of cat-


alytically relevant gas atmospheres on the stability and mobil-


ity of gold species on oxide surfaces. These topics are beyond


the scope of this Account, and the reader is referred to the cor-


responding literature.49–53


FIGURE 6. STM images of (a) Au/Al10O13/NiAl(110) (50 × 50 nm2), (b) Au/CeO2(111) (120 × 120 nm2),, and (c) Au/Fe3O4(111) (40 × 40
nm2) surfaces prepared at 300 K. Insets showed magnified parts of the images.


FIGURE 7. IR spectra of CO adsorbed on (a) Au particles increasing
size on Fe3O4. b) Au on MgO(001) films. The upper trace shows Au
clusters on stoichiometric MgO films; lower traces show Au clusters
deposited on color centers.
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Concluding Remarks
Numerous experimental and theoretical studies aimed at a


better understanding of the unique properties of gold in the


nanometer size regime are currently being performed. Our


studies demonstrate that small Au aggregates ranging from


single atoms to nanoparticles exhibit electronic, optical (not


covered herein), and chemical characteristics different from


those of bulk gold. It was shown that these characteristics can


be tuned using the thickness of the oxide film as control


parameter. The size-dependent changes in the electronic struc-


ture of gold may give rise to its unique catalytic properties. It


seems plausible that the role of the oxide support is to stabi-


lize particular atomic configurations, charge states, or elec-


tronic properties of the ultrasmall Au aggregates, which are in


turn responsible for a distinct chemical behavior.
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C O N S P E C T U S


Most chemical processes on earth are intimately linked
to the unique properties of water, relying on the


versatility with which water interacts with molecules of
varying sizes and polarities. These interactions determine
everything from the structure and activity of proteins and
living cells to the geological partitioning of water, oil, and
minerals in the Earth’s crust. The role of hydrophobic
hydration in the formation of biological membranes and
in protein folding, as well as the importance of electro-
static interactions in the hydration of polar and ionic spe-
cies, are all well known. However, the underlying
molecular mechanisms of hydration are often not as well
understood. This Account summarizes and extends emerg-
ing understandings of these mechanisms to reveal a newly
unified view of hydration and explain previously mystify-
ing observations. For example, rare gas atoms (e.g., Ar)
and alkali-halide ions (e.g., K+ and Cl–) have nearly iden-
tical experimental hydration entropies, despite the signif-
icant charge-induced reorganization of water molecules.
Here, we explain how such previously mysterious observations may be understood as arising from Gibbs inequali-
ties, which impose rigorous energetic upper and lower bounds on both hydration free energies and entropies. These
fundamental Gibbs bounds depend only on the average interaction energy of a solute with water, thus providing a
deep link between solute-water interaction energies and entropies. One of the surprising consequences of the emerg-
ing picture is the understanding that the hydration of an ion produces two large but nearly perfectly canceling, entropic
contributions: a negative ion–water interaction entropy and a positive water reorganization entropy.


Recent work has also clarified the relationship between the strong cohesive energy of water and the free energy
required to form an empty hole (cavity) in water. Here, we explain how linear response theory (whose roots may also
be traced to Gibbs inequalities) can provide remarkably accurate descriptions of the process of filling aqueous cavi-
ties with nonpolar, polar, or charged molecules. The hydration of nonpolar molecules is well– described by first-
order perturbation theory, which implies that turning on solute–water van der Waals interactions does not induce a
significant change in water structure. The larger changes in water structure that are induced by polar and ionic sol-
utes are well– described by second-order perturbation theory, which is equivalent to linear response theory. Compar-
isons of the free energies of nonpolar and polar or ionic solutes may be used to experimentally determine electrostatic
contributions to water reorganization energies and entropies. The success of this approach implies that water’s abil-
ity to respond to solutes of various polarities is far from saturated, as illustrated by simulations of acetonitrile (CH3CN)
in water, which reveal that even such a strongly dipolar solute only produces subtle changes in the structure of water.
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1. Introduction


Most chemical processes on earth are intimately linked to the


unique properties of water and particularly the versatility with


which water interacts with a wide variety of molecules. These


interactions determine everything from the structure and activ-


ity of proteins and living cells to the geological partitioning of


water, oil, and minerals in the earth’s crust. Here we show how


key features of such complex hydration processes can be


understood as natural consequences of water’s versatility in


responding to molecules of various sizes and polarities. What


emerges is a surprisingly simple and unified view of hydra-


tion, which builds on fundamental theoretical identities and


inequalities, combined with experimental and simulation


results.1–8


Unique features of hydration (as opposed to nonaqueous


solvation) give rise to the remarkably varied entropic and


energetic responses of water to nonpolar, polar, and charged


solute molecules. These include well-known phenomena such


as the marked enthalpy-entropy compensation behavior


often associated with aqueous chemical equilibria1,9–14 and


the characteristically large positive partial molar heat capaci-


ties associated with hydrophobic hydration and protein


denaturation,15–18 as well as the recently highlighted dewet-


ting (drying) of water, which occurs around idealized hydro-


phobic (hard-sphere) solutes larger than about 1 nm.4,19,20 An


emerging view of hydration suggests that both dispersive (van


der Waals) and electrostatic (Coulombic) solute-water inter-


actions can be well described by linear response


theory,1,2,17,21–30 which implies that water’s ability to respond


to solutes of widely varying polarities is far from saturated.


Here we summarize and extend these ideas, with particu-


lar emphasis on explaining the previously mystifying insensi-


tivity of hydration entropies to solute polarity and charge.31–33


For example, the hydration entropies of K+ and Cl- are virtu-


ally identical to those of Ar atoms.31 A remarkably simple res-


olution of this and other related entropic mysteries emerges


by recognizing an underlying anticorrelation of solute-water


and water-reorganization entropies. The physical basis


for this anticorrelation emerges from linear response


theory,2,22–25,27,28 whose predictions are in turn anticipated by


fundamental Gibbs inequalities.34 A broad range of experi-


mental, simulation, and theoretical results pertaining to the


hydration of nonpolar, polar, and ionic solutes are used


to support and illustrate this unified view of hydra-


tion.2,21,22,25,35–37


2. Hydration Fundamentals


The chemical potential provides the driving force for all chem-


ical transformations. Thus, a solute’s excess chemical poten-


tial, µx ) µliq - µvap dictates the influence of solvation on


chemical processes, where µliq and µvap are the chemical


potentials of the solute in the liquid and ideal vapor phase (at


the same solute concentration). When a solute is dissolved at


constant temperature and pressure, the excess chemical


potential becomes equivalent to the experimental solvation


Gibbs free energy µx ) ∆G,38 which in turn dictates the equi-


librium solute concentration ratio in the liquid and vapor


phase, ∆G ) -RT ln(cliq/cvap). More generally, the difference


between the solvation free energies of product and reactant


molecules determines the effects of solvation on chemical


equilibria and provides a fundamental link between chemi-


cal affinities and reaction rates.39


The above solvation free energy is equivalent to that of an


idealized solvation process described by Ben-Naim, in which


an isolated stationary solute is immersed in a solvent.38 This


free energy also corresponds to the reversible work associ-


ated with slowly turning on solute-solvent interactions.


Although such reversible solute coupling processes are only


realizable in computer simulations, they can be useful in


obtaining a clearer molecular mechanistic understanding of


various contributions to hydration free energies, enthalpies,


and entropies.


One may envision further subdividing a hydration process


into a series of reversible coupling steps in which repulsive-


core (cavity), van der Waals (dispersion), and electrostatic (mul-


tipolar/ionic) interactions are sequentially introduced. At each


step, the structure of water is converted from a state that we


shall refer to as “unpolarized” to one that is “polarized” by the


corresponding solute-water interaction, as illustrated in Fig-


ure 1. In other words, a polarized state is one whose struc-


ture has fully equilibrated in response to a given solute


interaction, while an unpolarized state is one whose struc-


ture was equilibrated in the absence of the solute interaction


of interest.


Solvation thermodynamic functions may contain both


solute-solvent (uv) and solvent-solvent (vv) contributions.


Thus, Euv and Evv represent the solute-solvent and


solvent-solvent interaction energies, respectively, averaged


over all equilibrium configurations of the fully polarized solu-


tion, while Euv
0 and Evv


0 are the corresponding energies aver-


aged over all equilibrium configurations of the unpolarized


solution. As we shall see, ∆G is invariably bounded above by


Euv
0 and below by Euv.
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The solvent reorganization energy is here defined as the


change in the solvent-solvent interaction energy induced by


polarizing the solvent (at constant pressure), ∆Evv ) Evv - Evv
0 .


This reorganization energy is necessarily equivalent to the cor-


responding solvent reorganization entropy, T∆Svv ) T(Svv -


Svv
0 ), as we shall see. An additional entropic contribution, Suv,


arises from solute-solvent energy fluctuations, as may readily


be demonstrated using the Widom potential distribution


theorem.1,17 Suv is necessarily negative and is proportional to


the mean square deviation (fluctuation) of the solute-solvent


interaction energy. In other words, a small fluctuation


implies that the solute-solvent interaction energy is rela-


tively insensitive to solvent structure, so Suv ≈ 0, while a


large fluctuation implies that the solute-solvent interac-


tion energy depends markedly on solvent structure, in


which case Suv < 0 because the associated interactions tend


to decrease the range of thermally accessible solute-


solvent configurations. These and other fundamental hydra-


tion thermodynamics results are summarized and further


explained below, with additional details provided in the


Appendix (and in recent papers).1,2,17,18


Experimental solvation thermodynamic functions may be


expressed exactly in terms of the above intermolecular


contributions.1,2,17,18


∆G ) µx ) Euv - TSuv (1)


T∆S ) TSuv + T∆Svv (2)


∆H ) Euv + ∆Evv + Pv̄ (3)


At ambient pressure, Pv̄ is negligibly small (where v̄ is the


solute partial molar volume), so ∆H ≈ ∆U ) Euv+∆Evv. More


importantly, note that ∆G is expressed entirely in terms of


the solute-solvent interaction energy, Euv, and entropy, TSuv.


The experimental hydration enthalpy, ∆H, and entropy, ∆S,


on the other hand, contain additional solvent reorganization


contributions, ∆Evv and T∆Svv. This clearly implies that the sol-


vent reorganization enthalpy and entropy must exactly can-


cel (compensate) when equating ∆G ) ∆H - T∆S. In other


words, the solvent reorganization entropy and enthalpy are nec-


essarily equivalent, T∆Svv ) ∆Evv + Pv̄ ≈ ∆Evv.
1,10–13 This


compensation applies to any solvation process but is particu-


larly pertinent to hydration, which is often associated with an


anomalously large reorganization energy.


Further insight into the physical significance of Euv, ∆Evv,


TSuv, and T∆Svv may be obtained by considering the first and


second laws of thermodynamics, which imply that ∆U ) δw


+ δq, where δw and δq ) T∆S are the work and heat


exchanges (between the solution and its surroundings)


induced by a reversible solute coupling process (at constant T


and P). Equation 2 further implies that if δq/T is small com-


pared to ∆Svv (as we shall see is indeed often the case) then


TSuv ≈ -T∆Svv. The fundamental basis for this approximate


entropic compensation will become clearer when viewed from


the perspective of Gibbs inequalities (section 3) and linear


response theory (section 4).


A self-solvation process, such as the hydration of a water


molecule, is an important special case to which additional


exact relations apply.17,40 More specifically, for any self-sol-


vation process


∆U )
Euv


2
)-∆Evv (4)


so the interaction energy between a given water molecule and


the surrounding water molecules, Euv, is necessarily twice the


experimental (constant pressure) hydration energy of water,


∆U ≈ -41 kJ/mol (at 298 K and 0.1 MPa).41 This identity pro-


vides a powerful test of computer simulation predictions, yet


few previous studies have utilized this fundamental self-con-


sistency constraint (as further discussed in section 6).42


FIGURE 1. Schematic illustration of the changes in water structure
and solute-water interaction energy associated with cavity
formation (hard-sphere), dispersion (van der Waals), and
electrostatic (Coulombic) interactions. The dipolar spheres in this
picture are merely illustrative, as all of the results described in this
Account pertain to actual water and solute molecules or simulations
performed using realistic interaction potentials, as illustrated by the
computer simulation snapshot of acetonitrile (CH3CN) in water on
the first page.
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3. Gibbs Bounds on Hydration Free
Energies and Entropies
Gibbs inequalities (also known as Bogoliubov and/or Feyn-


man inequalities) are deeply rooted in the mathematics asso-


ciated with statistically averaging exponential functions and


lead to important classical and quantum mechanical varia-


tional approximation strategies.1,3,34,43 When applied to a sol-


vation process, these inequalities imply the following rigorous


energetic bounds on solvation free energies.2,3,43


Euve ∆Ge Euv
0 (5)


Notice that this relation, combined with eq 1, further implies


that 0 e -TSuv e Euv
0 - Euv and thus,


Euv - Euv
0


T
e Suve 0 (6)


So, the solute-solvent interaction entropy, Suv, is invariably
negative and has a rigorous lower bound.


Equation 6 implies that solute-solvent coupling necessar-


ily produces a decrease in entropy and a release of heat, TSuv


< 0, out into the solvent degrees of freedom. Absorption of


some or all of this heat typically leads to an increase in the
entropy of the surrounding solvent ∆Svv ) ∆Evv/T. As a result,


the net entropy change (and heat exchange) associated with


a hydration process, ∆S ) Suv + ∆Svv ) δq/T, is often signif-


icantly smaller in magnitude than either Suv or ∆Svv, so ∆Svv


≈ -Suv.


The process of forming an empty spherical cavity in water


is equivalent to that of inserting a hard sphere into water.


Since a hard-sphere potential is, by definition, equal to zero


when there is no overlap with any water molecules and infin-


ity otherwise, it is necessarily the case that Euv|c ) 0 and Euv
0 |c


) ∞, as illustrated schematically at the top of Figure 1. In this


case, the Gibbs inequality, eq 5, is not particularly restrictive,


although it does require that cavity formation free energies be


invariably positive, 0 e ∆G|c e ∞.


The process of turning on dispersive (van der Waals) inter-


actions falls into an entirely different regime of the Gibbs ine-


qualities. Note that van der Waals interactions are expected to


be largely insensitive to the orientations of water molecules,


as illustrated schematically in the middle of Figure 1. So, in


this case eqs 5 and 6 are extremely restrictive, because they


imply that Euv|d ≈ ∆G|d ≈ Euv
0 |d and Suv|d ≈ 0. Thus, disper-


sion interactions are only expected to contribute energetically,


rather than entropically, to the solvation free energies of non-


polar molecules such as rare gases and alkanes.


Electrostatic interactions, on the other hand, are quite sen-


sitive to the orientations of water molecules, as illustrated at


the bottom of Figure 1. Before water has been polarized by


solute electrostatic charges, one expects solute-water elec-


trostatic interactions to be very small, Euv
0 |e ≈ 0 (due to the


cancellation of positive and negative contributions from water


molecules of different orientations), while after the solvent has


been polarized, the interaction energy is expected to be neg-


ative, Euv|e < 0 (since electrostatic interactions reorient water


molecules to configurations of lower solute-solvent interac-


tion energy).22 Thus, in this case, eq 5 implies that Euv|e e


∆G|e e 0, while eq 6 requires that Euv|e/T e Suv|e e 0.


Notice that eq 5 also suggests that ∆G ≈ (Euv + Euv
0 )/2 may


be a reasonable approximation, particularly when Euv and Euv
0


do not differ greatly. This mean energy approximation also


emerges from linear response theory, as further described in


section 4. In other words, linear response theory may be


viewed as arising from Gibbs inequalities, when ∆G is


assumed to lie exactly halfway between the upper and lower


bounds in eq 5.


There is also a close connection between the above mean


energy approximation and thermodynamic perturbation the-


ory. More specifically, the mean energy (linear response)


approximation is equivalent to second-order perturbation the-


ory, which in turn implies that solute-solvent energy fluctu-


ations have an approximately Gaussian distribution.2,22 The


small energy fluctuations associated with dispersive interac-


tions imply that such interactions are well described by first-


order perturbation theory,1,21 while the larger (but still nearly


Gaussian) fluctuations associated with electrostatic interac-


tions are well described by second-order perturbation theo-


ry.22


4. Linear Response Theory


The exact results in eqs 2–4 relate experimental solvation


thermodynamic functions to underlying intermolecular con-


tributions, Euv, TSuv,and T∆Svv ≈ ∆Evv. However, these rela-


tions alone are not sufficient to allow each of the latter


quantities to be experimentally evaluated (except in the spe-


cial case of a self-solvation process, using eq 4). Doing so


requires introducing some additional information, such as that


provided by linear response theory.


A linear response solvation process is one in which a con-


stant susceptibility (slope) relates the average solute-solvent


interaction energy to the associated intermolecular coupling


strength.2 In other words, linear response theory requires that


the energies Euv
0 and Euv are linked by a linear function of the
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coupling parameter that turns on the corresponding


solute-solvent interactions. When combined with the well-


known Kirkwood (reversible work) integral expression for µx,1


the latter linearity implies that ∆G is the arithmetic mean of


Euv
0 and Euv (see Appendix for further details).2 This linear


response result, combined with eqs 1–3, immediately yields


the following three remarkable identities.2


∆G )
Euv + Euv


0


2
(7)


TSuv )
Euv - Euv


0


2
(8)


T∆Svv )-TSuv + δq (9)


Equation 7, combined with the standard thermodynamic rela-


tion, ∆S ) -(∂∆G/∂T)P, further implies that the hydration-in-


duced heat exchange is δq ) T∆S ) -T/2[(∂Euv
0 /∂T)P + (∂Euv/


∂T)P]. Thus, the observed approximate cancellation of the


solute-solvent and solvent-solvent entropies, T∆Svv ≈ -TSuv,


implies that the magnitude of δq (and the associated temper-


ature derivatives) is relatively small, as further discussed in


sections 5 and 6.


The above expressions may be applied independently to


dispersive and electrostatic coupling processes (while cavity


formation may be described by the aqueous cavity equation


of state,18 as further described in section 5). For dispersive


interactions, we expect that Euv|d ≈ Euv
0 |d, while for electro-


static interactions we expect that Euv|e , Euv
0 |e ≈ 0. Thus, we


may express solvation free energies and the associated reor-


ganization energies using the following approximate identi-


ties.


∆G ≈ ∆G|c + Euv|d +
Euv|e
2


(10)


T∆Svv|d ≈ TSuv|d ≈ 0 (11)


T∆Svv|e ≈ -TSuv|e ≈
-Euv|e


2
(12)


5. Hydration of Ionic, Polar, and Nonpolar
Solutes
The most dramatic and clear confirmation of linear response


predictions comes from ionic hydration experiments and sim-


ulations. Note that eq 12, combined with eq 3, suggests that


electrostatic interactions are not expected to significantly con-


tribute to experimental hydration entropies since ∆S|e ≈ Suv|e
+ ∆Svv|e ≈ 0. This expectation is confirmed by experimental


results such as those shown in the upper three panels of Fig-


ure 2,38 which compare the solvation thermodynamics of


alkali-halide ions (green points) and the corresponding iso-


electronic rare gas atoms (black points). These results clearly


reveal the enormous electrostatic contributions to ∆G and ∆H
and the strikingly small difference between the experimental


hydration entropies, T∆S, of ions and rare gas atoms. Also,


notice that eqs 10 and 12 suggest that the large electrostatic


contribution to ∆G is approximately equivalent in magnitude


to the canceling electrostatic entropy contributions, ∆G|e ≈
TSuv|e ≈ -T∆Svv|e. So, although the measured hydration entro-
pies of ions provide no indication of the magnitudes of the huge
canceling electrostatic solute-solvent and solvent reorganiza-
tion entropies, the measured free energies directly reveal just
how large these are.


More specifically, the intermolecular interaction energy and


entropy contributions shown in the three lower panels in Fig-


ure 2 were extracted from the above experimental results


using eqs 1–3 combined with ∆G|e ≈ Euv/2 (eq 10), whose


approximate validity is confirmed by simulations of the hydra-


tion of a wide variety ions.22,25,29,36,37,44 Similar, although less


dramatic, confirmation of electrostatic linear response predic-


tions also comes from the hydration of neutral polar mole-


cules, to which we will return shortly, after first discussing the


thermodynamics of cavity formation and nonpolar hydration


processes.


The formation of a cavity in water is equivalent to the


hydration of an idealized hard-sphere solute. Accurate expres-


FIGURE 2. Comparison of the hydration thermodynamic functions
of ions and rare gases. The green points represent results for the
hydration of isolated alkali halide ions (NaF, KCl, RbBr, and CsI),38


and the black points are the corresponding results for a pair of rare
gas atoms (2Ne, 2Ar, 2Kr, and 2Xe)38 with the same total number
of electrons, plotted as a function of the van der Waals volumes of
the rare gas atoms.
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sions for the corresponding cavity formation thermodynamic


functions, ∆G|c, ∆H|c, ∆S|c etc., may be obtained using the


recently developed aqueous cavity equation of state (C-EOS).18


The curves in Figure 3 are C-EOS predictions, which are clearly


in excellent agreement with recent computer simulation


results (points).45,46 Note that the strong hydrogen bonding of


water leads to cavity formation thermodynamic functions that


depend on cavity size in ways that differ significantly from


simpler (nonpolar) fluids, as well as traditional scaled particle


theory and information theory treatments of aqueous cavity


formation,47,48 particularly for large cavities. However, C-EOS


predictions for cavities of molecular and macromolecular size


are in quite good agreement with results obtained using a


recent generalization of scaled particle theory.45


Experimental, simulation, and linear response predic-


tions for the hydration of a series of linear, branched, and


cyclic alkanes (at 298 K) are plotted in Figure 4 as a func-


tion of the solute van der Waals volume, VvdW.49–52 The


left-hand panel shows experimental (black points) and sim-


ulated (orange points) alkane hydration thermodynamic


results. The right-hand panel shows Euv values obtained


from simulations,51,52 along with T∆Svv and TSuv (red


points) obtained by combining simulated Euv values with


experimental ∆G and ∆S values, using eqs 1 and 2. The


dashed curve is a linear fit to the Euv simulation results,


which represent the average dispersive (Lennard-Jones)


solute-solvent interaction energy. The solid curves show


linear response (first-order perturbation theory) predictions


obtained by combining the latter Euv|d linear correlation


FIGURE 3. Cavity formation thermodynamics functions obtained
from the C-EOS (curves) are compared with computer simulation
results in SPC/E water (points).45,46 Notice that ∆U ) ∆Evv ) ∆H -
Pv̄ ≈ ∆H. Only the square points were used in parametrizing the
C-EOS, so the excellent agreement between curves and the larger
cavity volume simulation results (diamond points) confirm the
global accuracy of the C-EOS.


FIGURE 4. Hydration thermodynamic functions of linear (CH4 to
n-C6H14), branched (isobutane, isopentane, and neopentane), and
cyclic (cyclopentane and cyclohexane) alkanes are plotted as a
function of solute van der Waals volume. The black points
represent experimental measurements,50 the orange points are
simulation results,51,52 and the red points are obtained by
combining experimental and simulation measurements. The curves
represent linear response (first-order perturbation theory)
predictions obtained by combining the C-EOS with simulated
solute-water interactions energies (the dashed line in the right-
hand panel).18


FIGURE 5. Hydration thermodynamic functions of nonpolar (black
points and curves) and polar (colored points) solutes. The upper
panels contain experimental results,50 and the lower panels contain
simulated Euv


29 and hybrid experiment/simulation T∆Svv and -TSuv


values, with the exception of water, for which all the results are
obtained experimentally (using eq 4). Agreement with linear
response predictions is evidenced by the similarity of the nonpolar
and polar hydration entropies, as well as by the similar magnitudes
of the differences between the polar and nonpolar values of T∆Svv


and -TSuv, both of which differ by about a factor of 2 from the
corresponding differences in Euv. All of these features are consistent
with linear response predictions (eqs 7–12).


Unraveling Water’s Entropic Mysteries Ben-Amotz and Underwood


962 ACCOUNTS OF CHEMICAL RESEARCH 957-967 August 2008 Vol. 41, No. 8







with the C-EOS (as further described in the Appendix).17 The
good global agreement between the predicted curves and the
experimental and simulation results for ∆G, ∆H, ∆S, TSuv,


and ∆Evv represents a critical test and confirmation of linear
response predictions. The relatively small remaining devia-


tions are well within the combined uncertainties of the


experiments, simulations, and cavity size estimates. So,


although such deviations may reflect limitations of linear


response predictions, these are apparently no larger than a


few kilojoules per mole (approximately (RT).


Experimental and simulation results for the hydration of


various neutral polar solutes (colored points) and nonpo-


lar solutes (black points and solid curves) are compared in


Figure 5. The three upper panels show experimental hydra-


tion thermodynamic functions, while the lower three pan-


els show simulated Euv values for each solute,29 along with


TSuv and T∆Svv values again obtained by combining exper-


imental partial molar quantities with the simulated Euv using


eqs 1 and 2. The water self-solvation data points are excep-


tional, because in this case Euv, TSuv, and ∆Evv may all be


determined directly from the experimental vaporization


energy41 (using eqs 1–4). The most striking feature of the


experimental results is the significant difference between


∆G and ∆H values of alkanes and polar solutes, while the


corresponding T∆S values are all quite similar. This gen-


eral behavior is reminiscent of the more dramatic results


shown in Figure 2. Again, the similarity of the alkane and


polar hydration entropies is consistent with linear response


predictions, which imply that T∆Svv|e ≈ -TSuv|e, and so


T∆S|e ≈ TSuv|e + T∆Svv|e ≈ 0. Moreover, the differences


between the alkane and polar hydration free energies are


again found to be approximately equal to Euv|e/2. In other


words, the difference between the colored (polar) and non-


polar (black) ∆G and ∆H results are clearly about a factor


of 2 smaller than the corresponding differences between


the polar and nonpolar Euv curves.


The dashed curves in the lower three panels of Figure 5


represent the alkane hydration predictions shifted so as to go


through the point representing the smallest polar molecule in


each series. Thus, the good agreement between the points


and dashed curves suggests that the effect of adding an addi-


tional methylene (CH2) group to a hydrocarbon chain is


approximately the same for both polar and nonpolar solutes,


while the polarity of the headgroup produces a constant off-


set to the corresponding free energies and entropies. In other


words, the polar head and nonpolar tail groups contribute


approximately independently (additively) to hydration ther-


modynamics functions.


6. Conclusions and Discussion


A remarkably simple and unified view of nonpolar, polar,


and ionic hydration emerges from a fundamental theoret-


ical analysis of simulation and experimental results. This


hinges on the recognition that both dispersive (van der


Waals) and electrostatic (Coulombic) solute-water interac-


tions are well described by linear response theory, as antic-


ipated by fundamental Gibbs inequalities. This linear


response behavior leads to remarkable thermodynamic


relations, some of which have not previously been recog-


nized. A particularly striking example is the nearly perfect


cancellation of solute-water and water-reorganization con-


tributions to experimental hydration entropies. More specif-


ically, while solute-water energy fluctuations invariably


produce a decrease in entropy, the resulting release of heat


to the surrounding water molecules leads to an entropy


increase of nearly equal and opposite magnitude. It is this


entropy cancellation that is apparently responsible for the


near equivalence of the experimental hydration entropies


of ionic, polar, and nonpolar solutes. Moreover, the mag-


nitude of the canceling entropies, which can be enormous,


may be obtained simply by comparing the experimental


hydration free energies of polar (or ionic) and nonpolar sol-


utes of comparable size. The equal magnitudes of the two


entropies also imply that the temperature derivatives of the


corresponding solute-water interaction energies are small,


as further discussed below.


Dispersive and electrostatic interactions fall into very dif-


ferent linear response regimes. Dispersive interactions are typ-


ically associated with small energy fluctuations, and thus a


small entropy, while electrostatic energy fluctuations are large,


and thus produce large solute-water and water-reorganiza-


tion entropies (of nearly equal and opposite magnitude). The


accuracy of linear response predictions implies that these fluc-


tuations are nearly Gaussian, which in turn implies that water’s


capacity to respond to solutes of various polarities is far from


saturated. On the other hand, the formation of a cavity of


molecular size in water is not a linear process, which means


that cavity formation fluctuations are significantly non-Gaus-


sian (except for very small cavities). However, cavity forma-


tion thermodynamics may be accurately described using the


C-EOS18 or other approaches that extend beyond traditional


scaled particle or information theory (Gaussian fluctuation)


approximations.4,45,48


Although linear response predictions appear to capture


the global trends and magnitudes of hydration thermody-


namic functions, no molecular coupling process is expected
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to be perfectly linear.22,27,29,33,53 Moreover, the two vari-


ants of linear response theory that we have used to


describe nonpolar and polar/ionic hydration are only first


approximations to the full range of possible linear response


behaviors. More specifically, the physically reasonable


assumptions that Euv
0 |d ≈ Euv|d, Euv


0 |e ≈ 0, and |δq|e )
|T/2[(∂Euv


0 /∂T)P + (∂Euv/∂T)P]|e , |TSuv|e ≈ |T∆Svv|e, are not


required by linear response theory, so a broader range of


linear response behaviors may in general be observed. An


interesting case in point is illustrated by simulations in a


wide variety of dipolar and quadrupolar fluids,25,26 which


invariably confirm the that Euv
0 |e ≈ 0, while in some polar


fluids |δq|e (or electrostriction) is found to be non-negligi-


ble.56 Thus, although linear response behavior is appar-


ently a quite ubiquitous feature of electrostatic solvation (in


both aqueous and nonaqueous fluids), entropy cancella-


tion, T∆Svv|e ≈ -TSuv|e is evidently not as general, although


it is clearly a characteristic feature of the electrostatic con-


tributions to hydration under ambient conditions (which is


likely linked to the large heat capacity and anomalously


small thermal expansion coefficient of water). In addition to


these limitations, the assumed decoupling of dispersive and


electrostatic interactions, which is implicit in eq 10, is also


only a convenient first approximation, as simulation results


suggest that turning on electrostatic interactions can also


perturb Lennard-Jones contributions to Euv.
29,52 Moreover,


hydration-induced changes in internal degrees of freedom


and the effects of solute shape on cavity formation ther-


modynamics have not been explicitly considered (although


these are expected to be relatively small).1,29,54


More accurate tests of linear response predictions require


improved computer simulation measurements. For exam-


ple, the constraints imposed by eq 4 may be used to criti-


cally test the absolute accuracy of simulation results for the


self-solvation of water. The experimental heat of vaporiza-


tion of water implies that Euv ≈ -82 kJ/mol (at 298 K and


0.1 MPa),41 while some simulations have yielded errone-


ous Euv values as large as -104 kJ/mol.52 However, more


recent simulations yield results that are closer to the exper-


imental values but range from -95 < Euv < -79 kJ/mol


when different water potentials or simulation conditions are


used.42 Given all of the above possible sources of error, it


is indeed remarkable that the observed deviations from lin-


ear response predictions rarely exceed about (10 kJ/mol


(approximately (4RT).


The experimental and simulation results presented in this


Account all pertain to ambient conditions. The ubiquity of lin-


ear response solvation behavior in a wide range of dipolar


and quadrupolar fluids25,26 suggests that the electrostatic lin-


ear response approximation is likely to remain accurate in


water under nonambient conditions. Experimental hydration


entropies of polar and ionic solutes suggest that the magni-


tude of δq|e ) -T/2[(∂Euv
0 /∂T)P + (∂Euv/∂T)P]e remains small


over the biologically relevant temperature range of 0 < T <
50 °C, while at higher temperatures the experimental hydra-


tion entropies of polar/ionic and nonpolar solutes begin to dif-


fer more significantly, implying an increase in the relative


magnitude of δq|e.


The water reorganization energy and entropy associated


with cavity formation is markedly temperature dependent,18


and this temperature dependence plays a key role in dictat-


ing the large positive hydration heat capacities of hydropho-


bic solutes.17 The reorganization of water also contributes to


often noted enthalpy-entropy compensation pheno-


mena,1,9–14 since reorganization entropies and enthalpies are


rigorously compensating (T∆Svv ) ∆Hvv ) ∆Evv + Pv̄ ≈ ∆Evv).


However, the results in Figures 2–5 clearly indicate that under


ambient conditions the compensation of experimental hydra-


tion enthalpies and entropies only plays a marked role in


hydrophobic hydration, since polar and ionic interactions lead


to a large additional enthalpy but virtually no net hydration


entropy (due to the entropy cancellation phenomena high-


lighted in this Account).


It is also interesting to note that while dispersive (van der


Waals) interactions between water and relatively small sol-


utes are well described by first-order perturbation theory,


the same may not be the case for macromolecules or oil


drops in water. More specifically, the significant water struc-


tural changes associated with turning on cohesive interac-


tions between water and large hydrophobic (purely


repulsive) particles4,19,55 are expected to lead to second-


order (entropic) contributions to hydration thermodynamic


functions but not a breakdown of linear response behav-


ior (as confirmed by our preliminary simulation of nanom-


eter size oil drops in water).


In summary, the present analysis reveals fundamental


links between energetic and entropic contributions to


hydration, which go beyond traditional enthalpy-entropy


compensation. These indicate that solute-water interac-


tion energies dictate both solute-water and water-water


entropy changes, each of which may be independently


quantified by combining experimental results with linear


response theory. This intimate connection between hydra-


tion energies and entropies is rooted in Gibbs inequalities,


which imply that solute-solvent interaction energies
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impose both upper and lower bounds on hydration entro-


pies and free energies. These bounds ensure that cohesive


intermolecular contributions to hydration can hardly stray


very far from linear response predictions.
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Appendix: Notational and Numerical
Details
The following expressions relate the intermolecular interac-


tion parameters in this work to those defined in ref 1.


Euv ) 〈Ψ 〉 (1) ) εµ


E0
uv ) 〈Ψ 〉 (0)


Suv )-k ln〈e�δΨ 〉 (1) ) sµ


∆Evv ) ∆〈Φ 〉 + [T(αP


κT
) - P]v̄ (13)


Note that configuration averages in the fully coupled solu-


tion, 〈 ...〉 (1), are sometimes abbreviated as 〈 ...〉 and ∆Evv )
∆〈Φ〉|P is the reorganization energy at constant pressure (while


∆〈Φ〉 ) ∆〈Φ〉 |V pertains to a constant-volume process).17,18


Linear response theory amounts to assuming that devi-


ations (fluctuations) of the solute-solvent energy from its


mean value, δΨ ≡ Ψ - 〈Ψ〉 , have a Gaussian distribution.


When this is the case, then ln〈eδ�Ψ〉 ) �2〈 (δΨ)2〉/2 is inde-


pendent of the value of the coupling parameter, �, and


〈Ψ〉 (�) is a linear function of �, and thus the Kirkwood


reversible work expression yields ∆G ) µx ) ∫0
1〈Ψ〉 (�) d� )


(〈Ψ〉 (0) + 〈Ψ〉 (1))/2.2Note that 〈Ψ〉 (�) represents the full


solute-solvent interaction energy averaged over configu-


rations of the solvent equilibrated with a coupling param-


eter equal to �. Thus, computer simulations may be used to


confirm linear response behavior by verifying either that


〈Ψ〉 (�) is a linear function of � or that the interaction energy


of the partially coupled solute with the solvent, �〈Ψ〉 (�), is a


quadratic function of �.


The quantities ∆G, ∆S, ∆H, and v̄ are equivalent to Ben-


Naim’s solvation thermodynamic functions ∆GS
/, ∆SS


/, ∆HS
/, and


V̄/, respectively.38These pertain to the solvation of a station-


ary solute, which may in turn be related to various other (non-


stationary) solvation thermodynamic functions, as described in


ref 32and the appendix of ref 17. The experimental hydra-


tion thermodynamic functions tabulated in the Organic Com-


pound Hydration (ORCHYD) database50are equivalent to those


obtained using what Ben-Naim refers to as an “m-


process” and so are related as follows to the above functions


(at 298 K and 0.1 MPa).


∆G ) ∆hG
0 - 7.95


∆H ) ∆hH
0 + 2.29


∆S ) ∆hS
0 - 34.34


v̄ ) V2
0 - 1.12 (14)


The free energy and enthalpy units are kJ/mol, while those of


the entropy and volume are J/(K mol) and cm3/mol,


respectively.


In applying the C-EOS to predict cavity formation ther-


modynamic functions, we have used molecular van der


Waals volumes, VvdW,49to estimate cavity radii, Rc ) [VvdW3/


(4π)]1/3 + 1.4 (where all lengths and volumes are expressed


in angstroms units, and 1.4 is the radius of a water mole-


cule). Simulation results for the hydration of nonpolar mol-


ecules indicate that the corresponding solute-water


interaction energies are linearly correlated with solute vol-


ume, Euv|d ≈ -0.47VvdW at 298 K (where the energies are


expressed in kJ/mol and the VvdW is in Å3 units), as indi-


cated by the dashed line on the right-hand-side of Figure 4.


The Euv points in Figure 4are previously
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reported simulation results obtained using OPLS-AA


solute-water potentials and a TIP4P water-water


potential.51,52The results shown in the lower panels of Fig-


ure 5are obtained by combining experimental ∆G and ∆H
values50with simulation results for the corresponding


solute-water electrostatic interaction energies Euv|e recently


reported by Almlöf, Carlsson, and Åqvist,29obtained using


OPLS-AA and TIP3P potentials. The ionic hydration points in


the lower three panels of Figure 2are obtained as described


in section 5, which is equivalent to combining the experi-


mental results in the upper three panels with eqs 10–12. In


other words, the difference between the hydration free


energies of the ions and rare gases, combined with their


nearly equivalent hydration entropies, are used to obtain


Euv, Suv, and ∆Svv. This procedure also implicitly assumes


that cavity formation and dispersive hydration thermody-


namic functions are the same for ions and the correspond-


ing isoelectronic rare gases.


FOOTNOTES
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C O N S P E C T U S


Ylides are nucleophiles that bear a unique leaving group,
LnM, and can attack aldehydes, ketones, imines, and elec-


tron-deficient alkenes. Over the course of the reaction, they
react with CdX (X ) C, N, O, etc.) double bonds to form
betaine or oxetane intermediates, which further eliminate the
heteroatom-containing group in one of two ways to give the
corresponding olefination or cyclization product. Since the dis-
covery of the Wittig reaction, ylide olefination has developed
as one of the most useful approaches in constructing
carbon-carbon double bonds. These reactions provide unam-
biguous positioning of the C-C double bond and good ste-
reoselectivity. Researchers have also widely used ylides for the
synthesis of small ring compounds such as epoxides, cyclo-
propanes, and aziridines. However, the use of ylides to pre-
pare larger cyclic structures was very limited.


This Account outlines our recent work on ylide-initiated Michael addition/cyclization reactions. By altering the heteroa-
toms and the ligands of the ylides, we have modulated the reactivity of ylides. These modified ylides provide easy access
to diverse cyclic compounds with the ability to control regioselectivity, chemoselectivity, diastereoselectivity, and enantiose-
lectivity. Reactions using these ylides produce the structural components of many biologically active compounds and valu-
able intermediates in organic synthesis. Allylic telluronium and sulfonium ylides can react with R,�-unsaturated esters, ketones,
amides, and nitriles to afford multisubstituted vinylcyclopropanes with high selectivities. Telluronium allylides react with aro-
matic N-phenyl aldimines to give trans-vinylaziridines and with chiral N-tert-butylsulfinylimines to afford the optically active
cis-2-substituted vinylaziridines, both with high diastereoselectivities. We also used sulfonium and telluronium allylides to
prepare vinylepoxides.


In addition, ylides are good reagents for the synthesis of five-membered heterocyclic compounds. By treatment of sta-
ble camphor-derived sulfur ylides with R-ylidene-�-diketones, we obtained multisubstituted dihydrofurans with high dias-
tereo- and enantioselectivities. Ammonium salts derived from cinchonidine and cinchonine react smoothly with 3-aryl and
3-heteroaryl-2-nitro acrylates, affording both enantiomers of isoxazoline N-oxides with up to 99% ee.


Ylides can initiate tandem cyclizations for the synthesis of chromenes, bicyclic compounds, and cyclohexadiene epoxides.
Varying the choice of base allows access to 2H-chromenes and 4H-chromenes from 3-(2-(bromomethyl)phenoxy)acrylates
via a tandem ylide Michael addition/elimination/substitution reaction. Phosphines can catalyze an intramolecular ylide [3
+ 2] annulation constructing bicyclo[n.3.0] ring systems with three contiguous stereogenic centers. The reaction of crotonate-
derived sulfur ylides with R,�-unsaturated ketones affords cyclohexadiene epoxides with excellent diastereoselectivities
(>99/1) in good to high yields. Using a camphor-derived sulfonium salt, we have produced asymmetric cyclohexadiene
epoxides with high ee’s. Overall, these results illustrate the versatility and tunability of ylides for the preparation of cyclic
systems containing more than three atoms.
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Introduction
The birth of the Wittig reaction marked the entry of ylides into


the arsenal of important synthetic tools. An ylide,


LnM+-C-RR′ , can be regarded as a nucleophile bearing a


unique leaving group, LnM. Different from common nucleo-


philes, it can initiate a nucleophilic addition to aldehyde,


ketone, imine, and electron-deficient alkene and then displace


the leaving group via an intramolecular substitution to form


a cyclic compound (route 1 in Scheme 1). One of the advan-


tages is that both the reactivity of an ylide and the selectivity


of an ylide reaction can be modulated readily by the hetero-


atom M and the ligand L. Moreover, the heteroatom com-


pound LnM could be easily recovered and reused under


certain circumstance, leading to the developments of cata-


lytic ylide cyclization1,2 in the past decade. These advantages,


together with its ready accessibility, make ylide cyclization a


useful method for the synthesis of small ring compounds,1–3


such as epoxides, cyclopropanes, and aziridines.


As our initial investigations in ylidic cyclization, we decided


to focus on reactions of ylides with Michael acceptors for the


synthesis of cyclopropanes because cyclopropane derivatives


are ubiquitous structural components of many biologically


active compounds and valuable intermediates in organic syn-


thesis. With regard to the choice of ylides, we selected


allylides since the products are useful multisubstituted vinyl-


cyclopropanes and general methods for the synthesis of such


compounds are lacking due to the difficulties associated with


regioselectivity, diastereoselectivity, and enantioselectivity. On


the basis of the cyclopropanation mechanism, we reasoned


that intermediate I of the Michael addition of ylide might fur-


ther be trapped by a second electrophile and then trigger a


tandem cyclization reaction to furnish diverse cyclic com-


pounds (route 2 in Scheme 1). Thus, we explored the ylide-


initiated Michael addition/tandem cyclization to form cyclic


compounds beyond three-membered rings, and various cyclic


compounds outlined in Scheme 2 are prepared with high


selectivities via an ylide route.


Ylide-Initiated Michael Addition/Substitu-
tion Cyclization. From Three- to Five-Mem-
bered Rings
Carbon-carbon bond formation is one of the most essential


and effective tools for the construction of organic molecules.


Ylide-initiated Michael addition/substitution proved to be very


efficient for several carbon-carbon bond-forming reactions


involved in the synthesis of cyclic compounds.


Michael Addition/Substitution To Form Vinylcyclo-


propanes. Considering that allylic sulfur ylide is easily rear-


ranged4 and allylic telluronium ylide is more reactive than the


corresponding sulfur ylide,5 telluronium allylides were cho-


sen for our initial study. We found that telluronium allylides


could react with R,�-unsaturated esters and amides to pro-


vide the vinylcyclopropane derivatives in high yields with high


stereoselectivities.6 Interestingly, the diastereoselectivities of


this cyclopropanation were easily controlled by varying the


reaction conditions (Scheme 3).7–9


SCHEME 1. Possible Pathways for Ylide-Initiated Tandem
Cyclization


SCHEME 2. Various Cyclic Products via Ylidic Cyclization


SCHEME 3. Control Synthesis of Both Cyclopropane
Diastereomers7,8
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Although exciting methods have been reported for the con-


struction of cyclopropanes,1c,3,10,11 direct synthesis of opti-


cally active disubstituted vinylcyclopropane derivatives


remains underdeveloped. The excellent diastereoselectivity in


aforementioned reactions encouraged us to develop chiral tel-


luronium ylides for the synthesis of optically active cyclopro-


panes. Thus, we designed new chiral telluronium salts 7 and


8, which were readily prepared from hexane-2,5-dione 4 as


shown in Scheme 4.12


Silylated telluronium tetraphenyl borate 8b, after in situ


deprotonation by LiTMP/HMPA, reacted smoothly with a vari-


ety of �-aryl- and �-heteroaryl-R,�-unsaturated carbonyl com-


pounds to furnish 1,2-cis-vinylcyclopropanes 3 with high


diastereoselectivities (dr > 88/12) and enantioselectivities


(93-99% ee) in high yields (up to 99%) (Table 1). R,�-Unsat-


urated ketones gave 1,2-cis-vinylcyclopropanes with high


chemoselectivity, and no epoxides were detected. Telluronium


sats 8a and 8c gave products with similar selectivities but in


lower yields.


Interestingly, by using LDA/LiBr instead of LiTMP/HMPA as


a base, the reaction of telluronium salt 8b with �-aryl-R,�-


unsaturated esters and amides afforded 1,2-trans-vinylcy-


clopropanes 2 instead of 3 with good to high diastereo-


selectivities and enantioselectivities. For cinnamates,13


unexpectedly, additives LiBr and MgBr2 gave the same dias-


tereoselectivities but opposite enantioselectivities (Scheme


5). Thus, three isomers, 2, 3, and ent-2 of eight optically


active vinylcyclopropanes were synthesized with good


selectivities by the choice of reaction conditions when cin-


namates are employed.13


The above results indicate that the stereoselectivities of the


telluronium allylide cyclopropanation can be switched readily


by a proper choice of the reaction conditions, of which lith-


ium or magnesium ion plays a key role in tuning the diaste-


reochemistry. In the presence of lithium ion, we proposed a


chelating six-membered ring transition state A (Scheme 6) to


explain the formation of the major product 2. Based on this


assumption, camphor-derived sulfonium salt 9a14 with a


hydroxy group at the �-position of the sulfur atom was


designed. It is envisaged that the corresponding ylide 10


might form a rigid six-membered ring in the presence of metal


ion such as lithium ion and thus be beneficial to the diaste-


reoselectivity and enantioselectivity of the cyclopropanation.


Sulfonium salt 9a can be prepared from cheap d-camphor


in three steps in a 10-g scale (Scheme 7).15,16 Treatment of 9a


with lithium diisopropylamide (LDA), followed by the addi-


tion of methyl cinnamate gave only a trace amount of the


desired product 2b due to the [2,3]-sigmatropic rearrange-


ment of the ylide (Scheme 8). To prevent the ylide rearrange-


ment, a one-pot procedure using a weaker base than LDA was


examined. Vinylcyclopropane 2b was obtained with 97% ee


SCHEME 4. Synthesis of Telluronium Salts 7a-c and 8a-c


TABLE 1. Stereoselective Synthesis of Vinylcyclopropanes via Chiral
Telluronium Ylide


R1 R2 dr yield (%) ee (%)


Ph OMe 96/4 95 96
p-MeOC6H4 OMe 97/3 63 94
p-MeC6H4 OMe 98/2 88 97
p-CF3C6H4 OMe 88/12 99 96
p-BrC6H4 OMe 97/3 97 96
2-furyl OMe 94/6 81 97
Me OMe 92/8 57 94
Ph Ph 98/2 95 95
Ph N(CH2)5 99/1 83 93


SCHEME 5. Base-Reversed Enantioselectivities


SCHEME 6. Chiral Telluronium and Sulfonium Salts
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in 85% yield when salt 9a, t-BuOK, and methyl cinnamate


were mixed at -78 °C in THF (Scheme 8).16


�-Aryl-R,�-unsaturated esters, ketones, amides, and nitriles


worked smoothly under the same conditions to afford the cor-


responding 1,2-trans-vinylcyclopropane with excellent enan-


tioselectivities and diastereoselectivities (Table 2).


Interestingly, the enantioselection of cyclopropanation is


reversed when the corresponding endo-sulfonium ylide is


employed. Some representative examples are listed in Table


3. Most R,�-unsaturated esters, ketones, amides, and nitriles


examined proved to be suitable substrates. Thus, both enan-


tiomers of 1,2-disubstituted, 1,2,3-trisubstituted, and 1,1,2-


trisubstituted cyclopropanes were easily prepared with high to


excellent enantioselectivities in reasonable yields from the


same chiral source, d-camphor.


The camphor-derived �-hydroxyl-sulfonium salts 9 and 13


proved to be efficient reagents for the cyclopropanation of


electron-deficient alkenes. Experimental results in Scheme 9


suggested that the free hydroxyl groups in 9a must play a cru-


cial role in controlling both the reactivity and stereoselectiv-


ity.


DFT calculations showed that the cyclopropanation pro-


ceeded preferably via a ten-membered transition state, in


which the H-O-C-C-S-C moiety is in a boat-like confor-


mation and the hydrogen bond is very strong (Figure 1).16


These models gave excellent explanations for the high selec-


tivities and the opposite enantioselectivities of exo- and endo-


sulfur ylide cyclopropanation reactions.


SCHEME 7. Synthesis of Sulfonium Salt 9a


SCHEME 8. Effects of Reaction Conditions on Sulfur Ylide
Cyclopropanation


TABLE 2. Cyclopropanation Using d-Camphor-Derived Sulfonium
Salt 9a


R EWG dr yield (%) ee (%)


Ph CO2Me >99/1 85 97
2-furyl CO2Et >99/1 57 97
Ph CON(CH2)5 >99/1 70 97
Ph COBut 92/8 64 95
Ph CN >99/1 61 94
H CO2Me >99/1 83 95
Me CO2Me 86/14 20 92


TABLE 3. Synthesis of Both Enantiomers of Vinylcyclopropane


14 (9a) ent-14 (13a)


R1/R2 EWG yield (%) ee (%) yield (%) ee (%)


Ph/H CON(C2H4)4 70 97 72 96
H/H CO2Me 83 95 55 93
Ph/H CO2Me 77 99 86 98
C4H9/H CO2Me 78 87 72 90
H/H CO2Me 90 93 60 91
p-ClC6H4/H COBut 91 98 91 98
C4H9/H COBut 88 70 81 90
Ph/H CON(C2H4)4 98 98 87 96
H/H CON(C2H4)4 70 90 78 98
p-BrC6H4/H CN 83 96 75 95
H/CH2Ph CO2Me 83 88 78 97


SCHEME 9. Effect of the Free Hydroxyl Group on the
Cyclopropanation


FIGURE 1. DFT-calculated transition state for exo- and endo-sulfur
ylide cyclopropanation.
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In the cyclopropanation reactions of sulfonium and tellu-


ronium ylides, the chiral sulfide and telluride can be recov-


ered, respectively. These results prompted us to develop their


catalytic version.12,16 To our delight, exo-sulfonium salt 9b


and endo-sulfonium salt 13b, as well as telluronium salt 8b,


can catalyze the cyclopropanation reaction of chalcone with


silylated allylic bromide or cinnamyl bromide, furnishing


1,2,3-trisubstituted-vinylcyclopropane derivatives as major


products in good to high yields with good enantioselectivi-


ties (Scheme 10).12,16 The optimal catalyst loading is 20


mol %.


It was reported that the reaction of telluronium allylide


with R,�-unsaturated aldehyde gave the epoxides


chemoselectively.5,17 Our studies described above showed


that the reaction of telluronium allylide with R,�-unsaturated


ketones furnished cyclopropanes without the detection of any


epoxide.12 We were very curious about the chemoselectivity


of the reaction of telluronium allylide with R,�-unsaturated


imines. Interestingly, we found that the chemoselectivity of the


reaction was N-substituent-dependent (Scheme 11). When


N-sulfonyl or N-sulfinyl imines were selected as substrates,


only aziridines were obtained.18 However, telluronium sily-


lated allylide reacted with N-phenyl imine in a 1,4-addition


manner to afford cyclopropanecarbaldehyde 17a with dias-


tereoselectivity of dr > 99/1 in 85% yield.18 Therefore, the


chemoselectivity of the ylide reaction with R,�-unsaturated


imine was controlled by a proper selection of the N-substitu-


ents. The probably reason is that the N-substitutents change


the charge distribution of R,�-unsaturated imines. The clear


reason waits for further investigation.


Using chiral telluronium salt 8b, �-aryl and �-heteroaryl-


R,�-unsaturated imines furnished 1,2-cis-cyclopropanecarbal-


dehyde with excellent diastereoselectivities (dr > 36/1) and


enantioselectivities (>95% ee) in good yields (Scheme 12).


Substituents on the aryl ring proved to be well-tolerated.


We proposed that the cyclopropanecarbaldehyde was


formed via an ylide 1,4-addition to R,�-unsaturated imines,


followed by hydrolysis on silica gel. Increasing the molar ratio


of telluronium salt 1b to imines from 1:1 to 3:1 resulted in the


production of vinylcyclopropylaziridines 18 in good yields


(63-86%) with high diastereoselectivities (Scheme 13), pro-


viding an easy access to cyclopropylaziridines.18


Both telluronium and sulfounium allylides can react with


R,�-unsaturated carbonyl compounds to give 1,2-disubstituted


or 1,2,3-trisubstituted cyclopropanes. Telluronium salt 1b also


reacted with arylidene malonates to afford 1,1,2,3-tetrasub-


stituted cyclopropanes diastereoselectively,19 which are very


useful synthetic intermediates in the construction of cyclopen-


tane skeleton and heterocyclic compounds.20 However, the


substrates for this reaction are limited to arylidene malonates.


When the corresponding arsonium salts 19 were used instead,


both alkylidene and arylidene malonates proceeded well to


give trans-2,3-disubstituted cyclopropane 1,1-dicarboxylic


esters with high selectivities (Scheme 14).21 A recent study


showed that the triphenylarsine loading could be reduced


from a stoichiometric amount to a catalytic amount (20 mol


%) using 2-phenylvinyltosylhydrazone salt in the presence of


a catalytic amount of Rh2(OAc)4.22


SCHEME 10. Asymmetric Catalytic Ylide Cyclopropanation of
Chalcones


SCHEME 11. Effects of N-Substituents on Chemoselectivity


SCHEME 12. Asymmetric Cyclopropanation of R,�-Unsaturated
Imines with Telluronium Ylides


SCHEME 13. Synthesis of Cyclopropylaziridines
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The vinylcyclopropanes are potentially useful in organic


synthesis.14 As shown in Scheme 15, trimethylsilylvinylcyclo-


propane 2a was easily oxidized into aldehyde 21 without the


loss of optical purity, which is a key intermediate for the syn-


thesis of the biologically active compounds phenylcarboxycy-


clopropylglycines (PCCGs). The successful transformations of


2a into ketone 20, epoxide 22, and aldehyde 23 have also


been carried out (Scheme 15). Compounds 20-23 are inter-


mediates feasible for various further transformations.


Michael Addition/Substitution To Form Tetrasub-
stituted Dihydrofuran. As a well-accepted mechanism, the


Michael addition of ylide to R,�-unsaturated ketones will pro-


duce a betaine intermediate. This intermediate can potentially


undergo intramolecular substitution in two pathways: C-sub-


stitution (path A in Scheme 16) and O-substitution (path B in


Scheme 16), which lead to the formation of cyclopropanes


and dihydrofurans, respectively. In most cases, the reactions


of ylides with R,�-unsaturated ketones afford cyclopropanes.


In contrast, the creation of dihydrofurans via ylide Michael


addition/substitution is far underdeveloped. A stereoselective


synthesis of dihydrofurans via an ylide approach would face


the challenge to control the regioselectivity, chemoselectiv-


ity, diastereoselectivity (cis/trans), and enantioselectivity.


The reaction of ethyl (dimethylsulfuranylidene)acetate


(EDSA) with R,�-unsaturated ketones furnished cyclopro-


panes.23 Recently, we found that the same ylide reacted with


alkylidene and 3-arylidene-2,4-pentanediones to afford


dihydrofuran derivatives with high selectivities rather than


cyclopropanes, probably because the steric hindrance of


R-substituents of the carbonyl group retarded the 1,3-substi-


tution to form cyclopropanes. By employing camphor-derived


sulfur ylide 24 instead of EDSA, we developed a diastereose-


lective (dr > 6.5/1) and highly enantioselective (>88% ee)


cyclization reaction for the preparation of optically active


highly substituted dihydrofurans (Table 4). Various R-ylidene-


�-diketones proved to be good substrates for this annula-


tion.24


Michael Addition/Substitution To Form Isoxazoline N-
Oxide. The success of producing dihydrofurans by the reac-


tions of R-ylidene-�-diketones with sulfonium ylides


encouraged us to further explore the possibility to synthe-


size other five-membered heterocyclic compounds. In the pres-


ence of K2CO3, dimethylsulfonium salt 25 reacted with (Z)-


benzyl R-nitro-R,�-unsaturated esters, leading to isoxazoline


N-oxides25 that were frequently used as intermediates in the


synthesis of complicated molecules.26 In all cases investigated,


the diastereomeric ratios (trans/cis) were higher than 99/1,


and no cyclopropane derivatives were observed (Table 5).


Camphor-derived sulfonium salt 26 for the enantioselective


synthesis of isoxazoline N-oxides proved to be inefficient, and


only low ee’s were obtained. Fortunately, ammonium salts 27
and 28 prepared from cinchonidine and cinchonine gave


good results. In the presence of Cs2CO3, ammonium salts 27
reacted smoothly with 3-aryl and 3-heteroaryl-2-nitro acry-


SCHEME 14. Cyclopropanation of Arsonium Allylides with
Alkylidene and Arylidene Malonates


SCHEME 15. Chemical Transformation of Vinylcyclopropanes


SCHEME 16. Two Pathways for Reactions of R,�-Unsaturated
Ketones with Ylide


TABLE 4. Synthesis of Dihydrofuran Derivatives from Ylide


R yield (%) trans/cis ee (%)


Ph 95 10/1 91
p-ClC6H4 88 15/1 93
p-BrC6H4 90 14/1 94
p-NO2C6H4 95 12/1 92
p-MeC6H4 80 10/1 88
o-furyl 92 6.5/1 89
2-E-cinnamyl 89 14/1 94
Et 86 12/1 95
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lates, affording (R,R)-isoxazoline N-oxides as single diastereo-


mers (trans/cis > 99/1) with over 96% ee in good yields. The


enantiomeric excesses are nearly independent of the substit-


uents of the aryl and heteroaryl groups (Table 5).


Noticeably, the same cyclization went smoothly using cin-


chonine-derived salt 28, affording the desired product in 99%


ee but with opposite configuration. Thus, both enantiomers of


isoxazoline N-oxide were obtained easily just by a simple


alternation of the chiral ammonium salts (Scheme 17).


Ent-29a can be easily transformed into dehydroclausena-


mide, a potentially hepatoprotective amide isolated from dry


leaves of tranditional Chinese medicine Clausena lansium. As


shown in Scheme 18,27 ent-29a was deoxygenated to isox-


azoline 30 by trimethylphosphite. The resulting isoxazoline


was treated with Raney Ni under H2 atmosphere, followed by


the methylation and treatment with PhLi to give phenylke-


tone 33, which is able to be conveniently transformed into


dehydroclausenamide 34 in two steps according to


literature.27b Thus, the enantioselective formal total synthe-


sis of dehydroclausenamide is achieved in seven steps using


nitroolefin as a starting material.


Ylide-Initiated Michael Addition/Tandem
Cyclization
Tandem reactions are powerful synthetic tools for rapid cre-


ation of complex molecules, in particular cyclic molecules, with


environmental friendliness, operational simplicity, and atom


economy.28 Ylides have been demonstrated to be very effec-


tive initiators for tandem cyclization reactions.


Michael Addition/Elimination/Substitution To Form
Chromene. The wide utility of chromenes29 provides a strong


impetus to develop effective methods for the synthesis of such


compounds. In the presence of 10 mol % tetrahydrothiophene


(THT), upon treatment of K2CO3, substrate 35 furnished


2H-chromene 36 in 85% yield. With Cs2CO3 as the base,


interestingly, 4H-chromene 37 was selectively obtained in


78% yield (36/37 ) 1/20) (Scheme 19).30 A variety of acry-


lates were suitable substrates for the selective synthesis of


2H-chromenes or 4H-chromenes by the choice of K2CO3 or


TABLE 5. Cyclization of Ylide with Nitroolefins


25 27


R/R′ yield (%) trans/cis yield (%) trans/cis ee (%)


Ph/Bn 91 >99/1 65 >99/1 >99
p-MeOC6H4/Bn 99 >99/1 75 >99/1 99
o-MeOC6H4/Me 88 >99/1 54 >99/1 99
p-MeC6H4/Bn 94 >99/1 77 >99/1 >99
p-FC6H4/Me 92 >99/1 79 >99/1 99
o-furyl/Bn 93 >99/1 67 >99/1 >99
i-C3H7/Me 70 >99/1 30 80/20 99


SCHEME 17. Synthesis of Both Enantiomers of Isoxazoline N-Oxide
29a


SCHEME 18. Formal Synthesis of Dehydroclausenamide 34


SCHEME 19. Control Synthesis of 2H-Chromenes and 4H-
Chromenes


Ylide-Initiated Michael Addition-Cyclization Reactions Sun and Tang


Vol. 41, No. 8 August 2008 937-948 ACCOUNTS OF CHEMICAL RESEARCH 943







Cs2CO3. Both electronic and steric variations on aryl groups


did not result in obvious changes in yields. The ratio of


2H-chromene/4H-chromene implied that this reaction is sub-


strate-dependent. It is worth noting that the reaction can afford


2H-chromene in high yield even with 1 mol % catalyst


loading.


The base effects in this reaction were attributed to the dif-


ferent basicity of K2CO3 and Cs2CO3. As shown in Scheme 20,


when a mixture of 2H-chromene/4H-chromene was treated


with a base in DCE at 80 °C, 2H-chromene was almost com-


pletely isomerized into 4H-chromene after 18 h in the case of


Cs2CO3 being applied. The same transformation proceeded


very slowly in the presence of K2CO3 (Scheme 20). This


hypothesis was further supported by 1H NMR monitoring of


the annulation reaction.30


The mechanism for the formation of 2H-chromene can be


described as follows (Scheme 21). Tetrahydrothiophene reacts


with bromide 35 to form sulfonium salt II, which is subse-


quently deprotonated to generate the corresponding sulfo-


nium ylide III in situ. An intramolecular Michael addition of


the ylide to acrylate followed by a �-elimination produces V.


SN2′ substitution of intermediate V affords 2H-chromene. The


second possible pathway for the production of intermediate V
from sulfonium salt II is via decomposition of salt II into ylide


VI and ynoate in the presence of base, followed by a Michael


addition of ylide VI to the ynoate. Because 2H-chromene 36
was not observed in a cross-experiment as shown in Scheme


22, the first pathway, which involves an intramolecular


Michael addition/�-elimination, is more reasonable.31


On the basis of the mechanism, the C-O cleavage involved


in the �-elimination is one of the key steps to form


2H-chromene. When substrates 38 were used, the �-elimina-


tion step was inhibited and cyclopropanes 39 were obtained


in good yields under similar reaction conditions using Cs2CO3


(Scheme 23). These results further confirmed the aforemen-


tioned mechanism and provided an easy access to


benzo[n.1.0]bicycloalkanes.31


Double Michael Addition/Elimination To Form [n.3.0]-
Bicyclic Compounds. The chemical behaviors of ylides


proved to be dependent on both the heteroatom and the


ligand, resulting in different reactions for the same substrates.


As shown in Scheme 24, the reactions of bromide 40, initi-


ated by triphenylphosphine (PPh3), furnished [3.3.0] com-


pound 41, and the same substrate gave 4H-chromeme 42
when THT was used instead of PPh3 under the similar condi-


tions.32


By replacment of phenoxyacrylate 40 with phenoxycrotonate


43, benzobicyclo[4.3.0] compounds 44 were prepared in high


yields in the presence of Na2CO3 and 20 mol % PPh3 (Table 6).


When R-methyl R,�-unsaturated esters 43 were employed,


SCHEME 20. Isomerization of 2H-Chromene to 4H-Chromene


SCHEME 21. Possible Mechanism for the Formation of 2H-
Chromene


SCHEME 22. Cross Experiment


SCHEME 23. Synthesis of Benzo[n.1.0]bicycloalkanes


SCHEME 24. Catalytic Ylide Annulation
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noticeably, the reaction also proceeded very well to give benzo-


bicyclo[4.3.0] compounds with a quaternary carbon.33


The substrate scope is quite general for this annulation


reaction. As shown in Scheme 25, alphatic substrates


worked well to afford both bicyclo[3.3.0] and bicyclo[4.3.0]


compounds with high diastereoselectivities in moderate to


good yields. In contrast to that for bicyclo[3.3.0] com-


pounds, the diastereoselectivity for bicyclo[4.3.0] was


reduced slightly.32


This annualation was also performed under neutral condi-


tions when the corresponding tert-butyl carbonate was used


instead of the bromides. This modification allowed the reac-


tion temperature to be decreased from 90 °C to room tem-


perature with 20 mol % of tributyl phospine (Scheme 26).32


Although the present reaction usually gave a mixture of


two isomers, both isomers were readily hydrogenated and


transformed into a single compound. For example, a mixture


of 44a and 45a was subjected to hydrogenation, affording the


same product 50 (Scheme 27).34


The tentative mechanism of annulation reaction is shown


in Scheme 28. Triphenylphosphine reacts with the bromide to


generate phosphonium salt I, which is deprotonated by the


base to produce the corresponding phosphonium ylide II in


situ. Double Michael additions, followed by �-elimination of


triphenylphosphine, afford the product to complete the cata-


lytic cycle.32


Michael Addition/Epoxidation To Form Cyclohexadi-


ene Epoxides. Generally, the reactions of allylic sulfur ylide


with R,�-unsaturated ketones were reported to afford


vinylcyclopropanes.13,14,16 However, we found that sulfur


ylide derived from crotonate reacted with R,�-unsaturated


ketones in a different manner. In this case, cyclopropanes


were not observed, and the reaction afforded cyclohexadi-


ene epoxides, which are very important subunits in a num-


ber of biologically active compounds and are versatile


intermediates in organic synthesis.35 Both �-aryl- and �-alkyl-


substituted R,�-unsaturated ketones furnished the desired


products in good to high yields with excellent diastereoselec-


TABLE 6. Intramolecular Phosphine-Catalyzed Annulation Reaction


R/R′ yield (%) dr (44) 44/45


H/H 95 >99/1 91/9
Cl/H 99 >99/1 94/6
OMe/H 96 >99/1 91/9
H/Me 82 93/7 100/0
Cl/Me 78 95/5 100/0


SCHEME 25. Intramolecular Phosphine-Catalyzed Ylide Annulation
Reaction


SCHEME 26. Annulation of Carbornate Derivativesa


a Boc ) tert-butoxycarbonyl.


SCHEME 27. Chemical Transformation of Bicyclo[n.3.0] Compounds


SCHEME 28. A Plausible Mechanism for Triphenylphosphine-
Catalyzed Annulation Reaction
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tivities (>99/1). Substituents on the aryl ring proved to be


well-tolerated and influenced slightly the yields (Scheme


29).36


The intramolecular version of this reaction proceeds


smoothly, affording the desired tricyclic cyclohexadiene


epoxides with excellent diastereoselectivities (>99/1) in good


to high yields. Although they involve a remote control of


enantioselectivity, both intermolecular and intramolecular


reactions worked very well by employing d-camphor-derived


sulfonium salts, furnishing the desired epoxides with >91%


ee’s in moderate to good yields (Scheme 30).


The aforementioned reaction can be explained by a pro-


posed mechanism shown in Scheme 31. Ylide I-C, generated


in situ from the corresponding sulfonium salt 52 under basic


conditions, undergoes an intermolecular Michael addition with


R,�-unsaturated ketones to form intermediate II. Proton trans-


fer of intermediate III, followed by an intramolecular ylide


epoxidation affords the desired cyclohexadiene epoxide deriv-


ative 54.


Miscellaneous Cyclization
Vinylaziridines are important subunits in a number of biolog-


ically active compounds and useful building blocks in the syn-


thesis of nitrogen-containing compounds.37 Of the synthetic


methods developed for vinylaziridines, the reaction between


ylide and imines provided one of the convenient ways. How-


ever, the stereoselectivity, in particular the cis/trans selectivity, is


generally poor. Gratifyingly, we found that telluronium ylide 55,


derived from salt 1b in the presence of a base, reacted with aro-


matic N-phenyl aldimines to give trans-vinylaziridines with high


diastereoselectivities in moderate to high yields (Scheme 32). It


is reported that aliphatic aldimine is easily isomerized to enam-


ine and a few alkylimines but tert-butyl N-tosyl imine is subjected


to ylide aziridination. By a one-pot strategy, telluronium allylide


55 reacts with N-Boc-aliphatic imines, generated in situ from


compounds 57 to afford cis-N-Boc-aziridines with high selectivi-


ties in good yields (Scheme 33).38


When chiral N-tert-butylsulfinylimines were used, the opti-


cally active cis-2-substituted vinylaziridines were obtained. Var-


ious aryl and heteroaryl aldimines, as well as alkyl and R,�-


unsaturated aldimines all afforded the desired products with high


diastereoselectivities (>98% de) in good to excellent yields


SCHEME 29. Tandem Michael Addition/Ylide Epoxidation Reaction


SCHEME 30. Asymmetric Ylide Michael Addition/Epoxidation


SCHEME 31. A Plausible Mechanism for the Formation of
Cyclohexadiene Epoxides


SCHEME 32. Stereoselective Synthesis of Aziridines
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(Table 7). Ketimines, usually less reactive than aldimines in ylide


reactions, were also suitable substrates for this aziridination.39


Conclusion
Ylide-initiated Michael addition/cyclizations are complex from


the perspective of chemoselectivity, regioselectivity, and ste-


reoselectivity. By alteration of the heteroatoms or the ligands


of the ylides, the selectivities have proven to be controllable,


providing a powerful tool to construct diverse cyclic com-


pounds beyond cyclopropanes. Telluronium and sulfonium


allylides can react with Michael acceptors to afford multisub-


stituted vinylcyclopropane with high selectivities. The reac-


tions of carboalkoxylmethylides with R-ylidene-�-diketones


and nitroolefins furnish dihydrofurans and isoxazoline N-ox-


ides, respectively. By rational design of ylides and the sub-


strates, ylide Michael addition/tandem cyclizations have been


applied to the synthesis of chromenes, bicyclic compounds,


cyclohexadiene epoxides. These results show that ylides are


excellent reagents for the preparation of cyclic compounds


beyond three-membered rings with controllable selectivities.
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C O N S P E C T U S


FHA domains are protein modules that switch signals in diverse biological
pathways by monitoring the phosphorylation of threonine residues of tar-


get proteins. As part of the effort to gain insight into cellular avoidance of can-
cer, FHA domains involved in the cellular response to DNA damage have been
especially well-characterized. The complete protein where the FHA domain
resides and the interaction partners determine the nature of the signaling. Thus,
a key biochemical question is how do FHA domains pick out their partners from
among thousands of alternatives in the cell? This Account discusses the struc-
ture, affinity, and specificity of FHA domains and the formation of their func-
tional structure.


Although FHA domains share sequence identity at only five loop residues,
they all fold into a �-sandwich of two �-sheets. The conserved arginine and
serine of the recognition loops recognize the phosphorylation of the threo-
nine targeted. Side chains emanating from loops that join �-strand 4 with 5,
6 with 7, or 10 with 11 make specific contacts with amino acids of the ligand
that tailor sequence preferences. Many FHA domains choose a partner in
extended conformation, somewhat according to the residue three after the phosphothreonine in sequence (pT + 3 posi-
tion). One group of FHA domains chooses a short carboxylate-containing side chain at pT + 3. Another group chooses a
long, branched aliphatic side chain. A third group prefers other hydrophobic or uncharged polar side chains at pT + 3. How-
ever, another FHA domain instead chooses on the basis of pT - 2, pT - 3, and pT + 1 positions. An FHA domain from a
marker of human cancer instead chooses a much longer protein fragment that adds a �-strand to its �-sheet and that pre-
sents hydrophobic residues from a novel helix to the usual recognition surface. This novel recognition site and more remote
sites for the binding of other types of protein partners were predicted for the entire family of FHA domains by a bioinfor-
matics approach.


The phosphopeptide-dependent dynamics of an FHA domain, SH2 domain, and PTB domain suggest a common theme:
rigid, preformed binding surfaces support van der Waals contacts that provide favorable binding enthalpy. Despite the lack
of pronounced conformational changes in FHA domains linked to binding events, more subtle adjustments may be possi-
ble. In the one FHA domain tested, phosphothreonine peptide binding is accompanied by increased flexibility just outside
the binding site and increased rigidity across the �-sandwich. The folding of the same FHA domain progresses through near-
native intermediates that stabilize the recognition loops in the center of the phosphoprotein-binding surface; this may pro-
mote rigidity in the interface and affinity for targets phosphorylated on threonine.


Introduction
Since phosphate is susceptible to nucleophilic


attack, a good leaving group, and retained by cells


due to its charge, it is widely exploited as a bio-


logical signal.1,2 Phosphoesters are stable until


they meet enzymes such as phosphatases that


rapidly hydrolyze them.1 Phosphorylation and


other post-translational modifications are moni-


tored by noncovalent associations with a diverse


array of protein modules that reversibly juxtapose


protein partners in intracellular signaling cas-


cades.3 Since threonine and serine phosphoryla-
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tions are the most common protein kinase activities, several


classes of protein adapters associate with proteins phospho-


rylated on hydroxyl-containing threonine residues.4 These


adapters include FHA domains, which assist in regulation of


cell growth, division, and differentiation, programmed cell


death,4 DNA damage response, transcription of DNA to RNA,


transport of cargo within cells, and protein degradation.5 FHA


domains are found in more than 700 eukaryotic proteins such


as kinases, phosphatases, motor proteins called kinesins, DNA-


binding transcription factors, RNA-binding proteins, and met-


abolic enzymes. Identification of the domains in Forkhead


transcription factors led to their naming as Forkhead-associ-


ated (FHA) domains.6 FHA domains are found in more than


500 bacterial proteins; some participate in injection of viral


proteins into host cells, transmembrane transport, and cell divi-


sion.7 A unifying theme among these diverse roles is that FHA


domains recognize threonine phosphorylation accompany-


ing activation of protein Ser/Thr kinases.


Since FHA domains are widely important in and represen-


tative of biological regulation, this Account focuses on chem-


ical insights into how FHA domains work, starting with their


structure, proceeding to specificity, and ending with how the


functional structure may form. An FHA domain is organized


into a �-sandwich of six-stranded and five-stranded �-sheets


(Figure 1). Of the 120-140 amino acids therein, only five are


identical in most FHA domains6 (bold in Figure 2). Four of


these are required for phosphoprotein interaction in one


example8 and lie along an edge of the five-stranded �-sheet


in three contiguous loops (Figure 1) that contact phosphory-


lated partners. The central 4-5 recognition loop can be inter-


rupted by a helix9 (cyan in Figure 1; the loops are numbered


by the �-strands they connect). The adjacent 10-11 loop var-


ies in length (top, middle of Figure 1). The FHA domains of


Rad53 from baker’s yeast have helical insertions in loops dis-


tant from the phosphorecognition surface (Figure 1). Struc-


tures of FHA domains bound to phosphthreonine (pThr)


peptides 9–17 and affinities of pThr peptides for several, var-


ied FHA domains9,10,12,13,16–18 offer breadth of perspective on


the structure and function of diverse FHA domains. General


mechanisms shared by FHA domains have emerged: The typ-


ically low micromolar dissociation constants imply fast off-


rates and depend heavily upon phosphorylation of the target


threonine, which enables rapid and reversible switching and


dissociation. The five conserved loop residues that support


affinity for the phosphorylated threonine (pThr or pT) are sur-


rounded by residues of the loops that differ among FHA


domains in order to recognize the preferred sequences. These


amino acid positions after or before the pThr are specified by


the pT + X or pT - X nomenclature, respectively.


Determinants of Phosphothreonine Peptide
Affinity and Specificity
Residues and interactions shared by FHA domains for recog-


nizing the phosphorylation of the threonine in a target pep-


tide or protein ligand have been identified. Conserved in


complexes of phosphopeptides with FHA domains are hydro-


gen bonds or salt bridges between the phosphate and the con-


served arginine of the 3-4 loop, the conserved serine of the


4-5 loop, and a lysine, asparagine, or arginine of the 4-5


loop (Figure 3A). The conserved asparagine of the 6-7 loop


often hydrogen bonds the pT + 3 and pT + 1 positions of


peptide ligands (Figure 3A-C,E). The conserved glycine and


histidine interact with each other and probably stabilize the


architecture of the binding site.


Given that phosphorylation of threonine is commonplace


in cells and that five-residue protein sequences are enough to


encode greater than 100 000 possible phosphothreonine-con-


taining sequences, what sequences does an FHA domain pre-


fer to bind? Distinctive preferences in sequences of


phosphothreonine peptides from combinatorial libraries have


FIGURE 1. The fold of the FHA domain is illustrated for yeast
RAD53 FHA111 (magenta) and FHA212 (yellow), human Chk29


(cyan), and plant kinase-associated protein phosphatase25 (green).
Side chains of five mostly conserved residues near the phospho-
recognition surface are drawn.
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been identified for several FHA domains.13 Both the FHA1


domain of Rad53p from baker’s yeast and the FHA domain of


Cds1 from fission yeast selectively recognize a pT-V-x-D motif,


particularly the negative charge of the aspartate at the pT +
3 position.13 Three FHA domains tested prefer a hydropho-


bic residue at pT + 3: isoleucine by FHA2 of yeast Rad53p,


leucine or isoleucine by human Mdc1, and methionine or


tyrosine by Y127 from Mycobacterium tuberculosis.13 The FHA


domain of KAPP from plants instead prefers serine or alanine


at pT + 3.13


FIGURE 2. Structure-based alignment of sequences of FHA domains. Residues in the 3-4, 4-5, 6-7, and 10-11 recognition loops that
contact phosphopeptide ligands are underlined. Mostly conserved residues are bold. Numbers inserted in the sequences count residues
omitted from this display emphasizing recognition loops.


FIGURE 3. Comparison of structural details of phosphothreonine peptide interactions with FHA domains: (A) summary of FHA domain
interactions with peptides for Rad5311–14 and Chk2;9 the structures of complexes in each panel represent FHA1 of (B) RAD53 (PDB code
1G6G),13 (C) Chk2 (1GXC),9 (D) PNK (1YJM),17 and (E) KI-67 (2AFF).16 Each peptide is colored by atom: green for carbon, blue for nitrogen,
and red for oxygen. FHA domain residues in contact with ligands are yellow. Electrostatic interactions and hydrogen bonds are shown with
dotted lines. Hydrophobic interactions are represented with dots.
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How Does an FHA Domain Achieve Specificity for Its
Partners, from among Thousands of Alternative Phos-
phothreonine Sequences It Might Encounter in the Cell?
As we consider what might adjust the specificity of FHA


domains, we next examine shared and varying structural fea-


tures among complexes of FHA domains with phosphopep-


tides. The residues FHA domains use to recognize the pT + 3


of ligands vary. Some yeast FHA domains use an arginine to


recognize aspartate at pT + 3 in the peptide (for example,


Rad53 FHA1), while others select the isoleucine or leucine at


pT + 3 with a hydrophobic pocket formed by the 4-5, 6-7,


and 10-11 loops. FHA domains usually show weaker selec-


tion at the -4 to +2 positions.13 Contacts between +1


through +3 positions of the phosphopeptide and the 6-7


loop or 10-11 loop of the FHA domain are frequent (Figure


3A). We now examine particular structures of FHA domains


with pThr peptides bound, in order to point out interactions


that may generalize to other FHA complexes and then pro-


ceed in each case to distinctive interactions that may tailor the


specificity of that FHA domain.


Aspartate Preference at pT + 3. Rad53p regulates the


DNA damage response in baker’s yeast.19 In addition to a


kinase domain, it comprises FHA1 and FHA2 domains


required for DNA damage-dependent Rad53 activation.20 Its


target protein of Rad9 is phosphorylated in response to DNA


damage and interacts with the C-terminal FHA domain of


Rad53.21 The interaction of FHA1 of Rad53 and a Rad9p-de-


rived phosphothreonine peptide features an extensive net-


work of hydrogen bonds that align and order the peptide


binding loops.13 A hydrogen bond between the phosphothreo-


nine and the threonine in the 6-7 loop of Rad53 FHA1 (Fig-


ure 3B) supplements the conserved contacts with the


phosphate (Figure 3A). Side chains of the conserved argin-


ine, conserved asparagine, and Asn86 donate hydrogen


bonds to main chain carbonyl oxygen atoms at pT + 1, pT -
2, and pT - 4 positions of the peptide13 (Figure 3B). The con-


served asparagine accepts a H-bond from the amide group of


aspartate at pT + 3. These backbone interactions could be


widely shared among FHA domain interactions with phospho-


rylated partners to lend affinity. FHA1 of Rad53 makes other


contacts that tailor its distinctive specificity. The carboxylate


group of aspartate at pT + 3 in the peptide forms a salt bridge


to the guanidinium moiety of Arg83 in the 4-5 loop of FHA1,


providing affinity13 (Figure 3B). Rad53 FHA1 binds to Rad9-


derived pThr peptides, containing pTxxD sequences, by con-


tacting pT, pT + 1, and pT + 2 peptide positions using serine


and arginine from the 4-5 loop and threonine and aspar-


agine from the 6-7 loop11 (numbering of secondary struc-


ture in NMR structures of Rad53 domains is one less than here


and in other structural reports). Recognition of pThr and aspar-


tate at pT + 3 are keys to the binding affinity and specificity,


while pT + 1 and pT + 2 residues appear to fine-tune


recognition.


Preferences for Branched Aliphatics at pT + 3. FHA2


of Rad53p forms an extensive hydrogen bonding network


with a pThr peptide ligand using residues from the 3-4, 4-5,


6-7, and 10-11 loops.12 The backbone carbonyl oxygen of


an asparagine in the 4-5 loop forms a H-bond with the


amide proton at pT + 1. A threonine OγH from the 6-7 loop


makes a hydrogen bond with the carboxylate group of


glutamate at pT + 2.12 Extensive hydrophobic interactions


occur between a threonine methyl group from the 6-7 loop


and isoleucine of the 10-11 loop of FHA2 and the peptide’s


pThr methyl group, glutamate alkyl group at pT + 2, and leu-


cine at pT + 3.12 The hydrophobic contacts account for FHA2’s


preference for isoleucine or leucine at the pT + 3 position.13


Protein kinase Chk2, mammalian homologue of Rad53p


and Cds1 checkpoint kinases from yeasts, is phosphorylated


and activated in response to DNA damage, resulting in check-


point activation and cell cycle arrest.22 Like FHA2 of Rad53,


Chk2 FHA selectively binds pT peptides containing isoleucine


or leucine at pT + 3. Hydrophobic residues are preferred at


the pT - 2, pT + 1, and pT + 2 positions.9 The peptide HFDp-


TYLI with this sequence pattern packs against the 3-4, 4-5,


6-7, and 10-11 loops of the Chk2 FHA domain.9 The pThr


γ-methyl group makes van der Waals contacts with the con-


served asparagine of the 6-7 loop, as well as with threonine,


tyrosine, and conserved serine of the 4-5 loop.9 A lysine in


the 4-5 loop forms a salt bridge with the phosphate group


and selects for aspartate at pT - 1.


Changing Preference at pT + 3. Some FHA domains vio-


late trends in recognition of the key pT + 3 position of the


peptide ligand.20 While FHA1 of Rad53p prefers aspartate at


pT + 3,11,13 it can switch specificity to bind a peptide with a


physiological recognition site with isoleucine at pT + 3.14,20


FHA1 interacts similarly with the phosphate of these differ-


ing peptides, forming a salt bridge with the conserved argin-


ine of the 3-4 loop and hydrogen bond with the conserved


asparagine of the 4-5 loop.14 FHA1 uses arginine from the


4-5 loop to form a salt bridge with aspartate at pT + 3 of the


first peptide. By contrast, FHA1 employs hydrophobic interac-


tions with the pT + 3 position of the physiological peptide


sequence; the isoleucine at pT + 3 makes hydrophobic con-


tacts with a glycine and valine from the 10-11 loop of


FHA114 (Figures 2 and 3A). Moreover, FHA1 makes additional


hydrophobic contacts with the physiological site at its pT + 1,
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pT + 2, and pT + 4 positions.14 Thus, FHA1 can recognize pT


+ 3 with electrostatics or alternatively can recognize pT + 1


through pT + 4 with hydrophobic contacts.14


A Preference for Polar or Hydrophobic Group at pT
+ 3. When the kinase-interacting FHA domain (KI-FHA) from


plant kinase-associated protein phosphatase recognizes sev-


eral trans-phosphorylated receptor-like kinase domains,18,23 it


attenuates signaling through receptor-like protein kinases at


the cytoplasmic membrane.24 A principal, but not lone, site of


KI-FHA binding in vitro was found in BRI1-associated kinase-1


(BAK1) at its Thr546 in region XI near the C-terminal end of


the kinase domain.18 This site was initially suggested by pThr


peptides from receptor-like kinase domains that bind KI-FHA.


The favorable enthalpy and the hydrophobic effect from con-


tacts with these pThr peptides account for their 8-30 µM KD


values for KI-FHA.18 The sequence preferences of KI-FHA for


pThr peptides13 are shared with the Thr546 binding site in the


BAK1 kinase,18 namely, the preference for serine at pT + 3


and glutamine at pT + 1. KI-FHA from KAPP is unique in hav-


ing a long and mobile 8-9 loop that joins the other four


loops in recognition of phosphopartners.18,25,26


Choosing Residues N-Terminal to pThr. An FHA domain


with distinctive determinants of specificity has been elucidat-


ed.17 Mammalian polynucleotide kinase (PNK) plays a key role


in the repair of DNA with either single-strand breaks or dou-


ble-strand DNA breaks.17 PNK acts as a 5′-kinase/3′-phos-


phatase to create 5′-phosphate/3′-hydroxyl termini required


for ligation during repair. PNK is recruited to repair complexes


through interactions between its N-terminal FHA domain and


phosphorylated components. PNK is notable in not needing


contact with the pT + 3 position.17 Instead, its FHA domain


depends more upon pT - 2, pT - 3, and pT + 1 positions of


peptide ligands,27 contrasting other well-studied FHA domains.


The equivalent of �-strand 4 in other FHA domains is miss-


ing from PNK, but the flanking “3-4” and “4-5” recognition


loops remain and form the interface with a peptide ligand.17


Several electrostatic interactions between a negatively charged


pT peptide ligand and the very positively charged surface of


the FHA domain of PNK are critical for the micromolar affini-


ty.17 The second arginine in its “4-5” loop (Figure 2) inter-


acts with the phosphate and aspartate at pT - 3 of the ligand


(Figure 3D). The preceding arginine and lysine in the “4-5”


loop (Figure 2) interact with the peptide’s glutamate at pT -
2 and aspartate at pT + 1. Hydrogen bonds are present


between the conserved asparagine and pT + 1 backbone and


between the conserved arginine and pT - 2 backbone.


Tyrosine at pT - 4 stacks with a proline from PNK (at right in


Figure 3D).17


Binding Sites for Phosphoproteins
Phosphothreonine peptides have been essential for studies of


associations with FHA domains. Phosphoprotein fragments,


however, offer more physiological relevance, but with chal-


lenges in obtaining suitable phosphorylation and solubility.


Similarity of Binding of Globular Phosphoprotein and
Phosphopeptide. BRI1 is a plant receptor Ser/Thr kinase that


is critical for brassinosteroid hormonal signaling and develop-


ment in plants.28 Once BRI1 is activated, it is attenuated by


kinase-associated protein phosphatase (KAPP), which uses its


KI-FHA domain to recognize the activated kinase domain.18


The surface of KI-FHA that binds the 43 kDa kinase domain


of BRI1 was mapped by NMR. The BRI1 recognition surface of


KI-FHA is essentially same as that for the pThr peptides, involv-


ing the 3-4, 4-5, 6-7, 8-9, and 10-11 loops of KI-FHA18


(Figure 4). The affinity of glutathione-S-transferase (GST)-BRI1


for KI-FHA appears to be moderate, like it is for pThr pep-


tides.18 Consequently, results on peptide interactions with KI-


FHA may offer some value in representing interactions with


receptor-like kinases.18,25,26


Examples of Novel Motifs Added to Interface. Unlike


FHA domains discussed above, Ki67FHA lacks affinity for short


phosphopeptides. Ki67 is a cancer marker found in the


nucleus. The FHA domain at its N-terminus binds human NIFK


in a mitosis- and phosphorylation-dependent manner.29 The


structure of the FHA domain of human Ki67 bound to a phos-


phorylated 44-residue fragment of NIFK is a unique physio-


logical complex.16 The affinity of the 44-residue hNIFK


phosphopeptide for human Ki67FHA is the highest affinity yet


demonstrated between an FHA domain and a phosphorylated


partner. To gain affinity for Ki67FHA, NIFK must undergo


sequential phosphorylation of Thr238 by cyclin-dependent


kinase 1 in order for glycogen synthase kinase 3 to phospho-


FIGURE 4. Receptor kinase binding site (panel B) on KI-FHA
corresponds to pThr peptide binding site (panel A). Residues with
NMR peaks most shifted by phosphorylated partner are colored red
and those shifted less yellow. In panel A, the ligand is the pT546
peptide from plant kinase BAK1. In panel B, the partner is the BRI1
kinase domain from plants fused to GST.18
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rylate the Thr234 that Ki67FHA recognizes.16 When this phos-


phorylated 44-residue NIFK fragment binds to Ki67FHA, it


forms a helix and a �-strand that adds to the edge of the


�-sheet of Ki67FHA to form an extended interface that bur-


ies 1450 Å2.16 The structure of the recognition surfaces of


Ki67FHA is mostly preformed, except that the 1-2, 5-6, and


6-7 loops adjust in conformation when the 44-mer phospho-


peptide binds.16 Three regions of Ki67FHA (Figure 3E) inter-


act with the 44-residue phosphopeptide to provide more


contacts and a KD of 77 nM,16 which is about 100-fold greater


affinity than typical of short pThr peptides. Three sites con-


tribute to the high affinity between NIFK226-2693P and


Ki67FHA (Figure 3E). Contributing most to affinity is the phos-


phorylated central threonine (Thr234) of the NIFK peptide that


interacts with the well-characterized pThr binding surface. The


phosphate of Thr234 accepts H-bonds donated by the con-


served arginine from the 3-4 loop, lysine and conserved


serine from the 4-5 loop, and a partly conserved threonine


from the 6-7 loop. The backbone of the peptide pT + 1 and


pT + 3 positions form hydrogen bonds with the backbone and


a side chain, respectively, of the conserved asparagine from the


6-7 loop of Ki67FHA. Next in importance for affinity are NIFK


residues 260-264 that form a novel �-strand (green arrow in


Figure 3E) hydrogen-bonded antiparallel to �-strand 4.16 Finally,


the 4-5 and 10-11 loops of Ki67FHA dock with the R-helix


formed in the hNIFK peptide once bound. A phenylalanine, leu-


cine, and arginine (side chains not shown) on one side of this


helix from NIFK fit into a hydrophobic patch formed by the 4-5


loop and 10-11 loop of KI67FHA (Figure 3E), likely both stabi-


lizing the helix and enhancing affinity.16


Another unique behavior is that the yeast Dun1 FHA


domain preferentially binds a sequence having two phospho-


threonine residues from the Rad53 SQ/TQ cluster domain; this


activates the DUN1-dependent transcriptional response to DNA


damage.36 The conserved arginine of the 3-4 loop and con-


served serine of the 4-5 loop, which in other FHA domains


recognize a single phosphothreonine, instead reorient in Dun1


for recognizing the first and second phosphothreonine resi-


dues, respectively, from the bound peptide.36


Other Proposed Protein-Binding Sites
Functional surfaces of FHA domains were predicted25 by a bio-


informatics method.30 The approach predicts �-strand 4 to be


a functional surface, consistent with the structure of KI67FHA


where �-strand 4 is paired with the extended hNIFK peptide16


(at right in Figure 3E). Since the bioinformatics prediction


applies to the entire protein family of FHA domains,30 �-strand


4 may turn out to contribute to protein recognition events of


other FHA domains as well. The predicted functional surfaces


include the phoshoprotein binding surface, broad and variable in


properties among FHA domains, and a recognition surface most


distant from the phoshoprotein binding site.25 This patch is cen-


tered about Ile157 of Chk2 (at bottom of Figure 3C), includes res-


idues from �-strand 9 and the 5-6 loop,25 and is the site of the


I157T mutation in Li-Fraumeni cancer patients that disrupts


binding of BRCA1, CDC25A, and p53 (proteins critically impor-


tant in cancer).9 Another functional surface around �-strands 7


and 10 was predicted by the bioinformatics. At this site, the crys-


talline FHA domain of human CHFr dimerizes such that �7/8 (a


hairpin in all other FHA domain structures) straightens out into


single �-strand that H-bonds with the �7/8 strand from the other


chain of the dimer.31 This swaps strands 9-11 into a �-sand-


wich with strands 1-7 from the other chain. In KI-FHA, �-strand


8 lacks measurable structural stability32 and is mobile on the mil-


lisecond scale.26 If low stability and mobility of �-strand 8 gen-


eralize to other FHA domains, it could account for �-strand 8


being malleable enough to straighten out in crystals of segment-


swapped CHFr.


Dynamics and Energetics of pThr Peptide
Binding
15N NMR relaxation of KI-FHA from KAPP indicates that its res-


idues corresponding to those most important for the affinity


and specificity of FHA domains are rigid on the fast time scale


of picoseconds in KI-FHA.26 The conserved glycine, arginine,


serine, histidine, and asparagine (Figure 1) are rigid in both


free and bound states.26 Of five residues of KI-FHA likely to


form the subsite for the pT + 3 residue, a leucine and con-


served asparagine of the 6-7 loop and glycine and threo-


nine of the 10-11 loop are rigid.26 The fifth, a glutamate of


the 4-5 loop, becomes rigid only once the pThr peptide


binds. The rigidity of these recognition residues confirms that


key recognition loops are preformed in KI-FHA. Why might


this be? The intrinsically high backbone rigidity of these key


residues should diminish free energy costs of loss of confor-


mational entropy upon binding. The rigidity of these key rec-


ognition residues is likely to promote enthalpically favorable


van der Waals contacts between the pThr peptide and KI-FHA


domain. Rigidity promoting such energetically favorable con-


tacts between phosphopeptide and protein was proposed for


the recognition of pTyr peptides by an SH2 domain33 and a


PTB domain.34 Consistent with that outlook, favorable


enthalpy of association provides at least half of the free


energy of binding of pThr peptides to KI-FHA.18 Since a rigid,


preformed binding site conducive to enthalpically favorable


contacts with phosphopeptide is shared among the SH2, PTB,
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and FHA domains tested, this behavior might generalize to


other FHA domains as well.


Binding of a pThr peptide increases rigidity of KI-FHA glo-


bally. The average rigidity of the backbone on the fast time


scale is increased with pThr peptide bound.26 In fact, sites of


binding-enhanced rigidity are observed with the �-sandwich in


all four of the �-hairpins (those with blue coloration in Figure


5).26 The nanosecond fluctuations enriched in its loops


are quenched once the phosphopeptide is bound. Perhaps the


binding-increased rigidity of KI-FHA reflects the favorable


enthalpy of association18 that might result from improved


internal packing and hydrogen bonding.26


Some residues of the 3-4, 4-5, and 8-9 recognition


loops are comparatively flexible in the free state.26 The


unusual extension, exposure, and nanosecond mobility of the


8-9 loop of KI-FHA might help it adjust to a broader range of


receptor-like kinase partners. Flexibility of recognition surfaces


of other proteins broadens their specificity while limiting affin-


ity and aiding dissociation.33,35 The pThr peptide-increased


flexibility on the periphery of the binding site26 could pro-


vide part of the favorable entropy of pThr peptide binding to


KI-FHA.18 The solvation entropy gain may overcome entropic


costs of the phosphopeptide becoming rigid upon binding.18


The dynamics of KI-FHA may also be linked to its stability.


At pH 6.3, KI-FHA possesses a network of residues that undergo


backbone motions on the millisecond scale (Figure 6).26 This net-


work traverses �2, �1, �11, and �10 of the six-stranded sheet,


plus �4 of the other sheet, where side chains are arrayed in two


packed rows in the interior of the �-sandwich.26 At pH 7.3 where


KI-FHA is at least 3 kcal/mol more stable,32 the NMR line broad-


ening evidence for the slow motions of this network (Figure 6)


vanishes. The stabilization and absence of slow correlated


motions at pH 7.3 might reflect improved van der Waals con-


tacts among buried side chains.


Folding of an FHA Domain and Its
Recognition Loops
Compact, near-native intermediates were identified in the fold-


ing of KI-FHA.32 The most stable core of KI-FHA contains


�-strands 1, 5, 6, 9, 10, and 11, as well as the 1-2 and 9-10


loops, each minutely populated in the partially unfolded form


labeled PUF2.32 Flanking the most stable core, �-strands 2, 3,


and 7, as well as the 6-7 and 10-11 recognition loops, dis-


play an intermediate level of stability (green in Figure 7).


�-strands 2 and 3 appear to form a subglobal folding motif.


Neighboring recognition loops form another subglobal motif


of similar stability in PUF1.32 The least stable subglobal motifs


from the 4-5 and 8-9 recognition loops and �-strand 7


appear only in the native state (Figure 7).32 The near-native


intermediate states of KI-FHA suggest that it may fold progres-


sively. An initial hydrophobic collapse may form the stable six-


stranded core (PUF2; blue in Figure 7). The 6-7 and 10-11


recognition loops may then organize (PUF1; green in Figure 7).


Subsequently, less stable �-strands and loops might add on


the flanks of the �-sandwich32 (Figure 7). Loops of the phos-


phoprotein binding surface (at top in Figure 7) exhibit strik-


FIGURE 5. Dynamics changes in KI-FHA upon phosphothreonine
peptide binding, derived from 15N NMR relaxation. Blue represents
greater rigidity with pThr peptide bound, while orange-red
represents mobilization by pThr peptide binding. Dark blue
indicates greater rigidification than lighter blue. The diameter of the
backbone tube is proportional to greater amplitude of
subnanosecond motion in the free state.


FIGURE 6. Sites of slow internal motions of KI-FHA at pH 6.3.
Residues with microsecond to millisecond motion at pH 6.3 are
colored red where NMR line broadening is larger or orange where
it is smaller. This line broadening and motion is quenched at pH
7.3 where KI-FHA is more stable.


PhosphoThr-Binding by FHA Domains Liang and Van Doren


Vol. 41, No. 8 August 2008 991-999 ACCOUNTS OF CHEMICAL RESEARCH 997







ing stability absent from the loops on the opposite end of the


�-sandwich. The stable formation of the 6-7 and 10-11 rec-


ognition loops in PUF1 (green in Figure 7) is significant


because (i) these two loops are central to the phosphopro-


tein binding surface and (ii) they assume considerable stabil-


ity of 5-6 kcal/mol32 that may contribute to the


aforementioned rigidity of the recognition surface that seems


favorable for phosphopeptide binding.


Conclusions
In representative FHA, SH2, and PTB domains, the subsites


important for affinity are rigid. While FHA domains seem to


avoid substantial conformational change upon binding, more


subtle dynamics changes might accompany their associations


with pThr-containing partners, judging from changes propa-


gating to the periphery of KI-FHA’s binding surface and across


its �-sandwich. The rigidity expected of preformed phospho-


threonine-binding sites of FHA domains could be conducive to


favorable enthalpy from van der Waals contacts. The folding


of one FHA domain features a near-native intermediate in


which the central 6-7 and 10-11 recognition loops are


already very stable; this may promote rigidity of the center of


the nascent phosphoprotein recognition surface.


A ligand’s phosphothreonine is consistently bound by the


conserved arginine, serine, and another residue of the 4-5


loop of the FHA domain. Otherwise, FHA domains employ


diverse strategies and sequences in recognizing pThr-contain-


ing sequences. Dun1 FHA from yeast is distinctive in selec-


tively binding two phosphothreonine residues.36 Three groups


of FHA domains select their partners somewhat by the pT +
3 position. Negatively charged aspartate is preferred by yeast


Rad53p FHA1 and Cds1.13 A branched hydrophobic isoleu-


cine or leucine is preferred by Rad53p FHA2 and FHA1,


human Chk2, and human Mdc1.9,13,14 An uncharged polar or


hydrophobic residue is preferred by plant KAPP and Y127


from M. tuberculosis.13 Promiscuity by FHA domains is sug-


gested by alternative preferences for aspartate or isoleucine at


pT + 3 by FHA1 of Rad53p,14 acceptance of polar or hydro-


phobic residue at pT + 3 by KI-FHA and Y127,13 and PNK’s


residual preferences.27 Two important exceptions to pT + 3


recognition have appeared. Mammalian PNK primarily selects


for pT - 3, pT - 2, and pT + 1.27 When these positions are


negatively charged, they interact with three positively charged


side chains of PNK.17 Human Ki67FHA instead recognizes in


NIFK a phenylalanine from a helix and the addition of a


�-strand to �-strand 416 (Figure 3E).


Structural contacts that FHA domains use to recognize the


key residues listed have been identified but are difficult to cat-


egorize since they emanate from variable 4-5, 6-7, and


10-11 loops. Systematic explanation of structural determinants


of specificities will require further research. For a greater cross-


section of FHA domains, quantitative affinities for phosphory-


lated partners are needed for describing and differentiating


specificities. Since an FHA domain can bind a range of phospho-


threonine-containing sequences, additional factors may target it


to its intended partners. Explorations of the mechanisms by


which more complex, physiological ligands present multiple rec-


ognition elements to the FHA domain will be desirable. Addi-


tional surfaces of FHA domains may participate in protein


interactions. Another frontier is to investigate how FHA domains


interact with neighboring modules and how the tandem assem-


blies jointly recognize their targets in signaling.


FIGURE 7. Hierarchy of folding states of KI-FHA observed under
equilibrium conditions. PUF1 and PUF2 are near-native, partially
unfolded forms. U is unfolded. U* has residual structure melted. N is
the native state. Stabilities are represented by blue for high global
stability, green for intermediate subglobal stability, red for lower
subglobal stability, and black for higher-than-global stability.
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C O N S P E C T U S


A solid understanding of the mechanisms involved in heterogeneously catalyzed reactions is of fundamental interest for
modern chemistry. This information can help to refine modern theories of catalysis and, in a very practical way, can


help researchers to optimize existing industrial processes and develop new ones. To understand the mechanisms of hetero-
geneous catalysis, we need to observe and identify reaction intermediates on a working catalyst. Motivated by this goal,
we have monitored the catalytic events in heterogeneous systems using in situ magic-angle-spinning (MAS) NMR under flow
conditions. In this Account, we describe the reactivity and possible intermediate role of surface alkoxy species in a variety
of zeolite-catalyzed reactions.


First, we isolate the surface alkoxy species on a working zeolite catalyst and then investigate the chemical reactivity with
different probe molecules under reaction conditions. Finally, we investigate reaction mechanisms facilitated by these inter-
mediate surface alkoxy species.


We examined the reactivity of surface methoxy species (SMS) in terms of C-O bond and C-H bond activation. SMS on
acidic zeolite catalysts act as an effective methylating agent when reacted with different probe molecules (including meth-
anol, water, ammonia, alkyl halides, hydrochlorides, aromatics, carbon monoxide, and acetonitrile) through C-O bond acti-
vation. At higher reaction temperatures (ca. 523 K and above), the C-H bond activation of SMS may occur. Under these
conditions, intermediates such as surface-stabilized carbenes or ylides are probably formed. This C-H bond activation is
directly related to the initiation mechanism of the methanol-to-olefin (MTO) process and invites further investigation. Based
on our experimental results, we also discuss the reactivity and the carbenium-ion-like nature of surface alkoxy species and
recent theoretical investigations in this area.


Introduction
Understanding of the mechanisms in heteroge-


neously catalyzed reactions is not only of funda-


mental interest for refinement of theories in


modern chemistry, but also of practical importance


for optimization of existing industrial processes


and development of new ones. The reaction path-


way in heterogeneous catalysis, in principle, goes


through the following stages: (i) adsorption of the


reactant molecules onto the surface of the solid


catalyst at active sites; (ii) activation of the adsorp-


tion complex being formed between the catalyst
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surface and the reactant molecules; (iii) occurrence of possi-


ble reaction intermediates and, subsequently, formation of


reaction products; (iv) desorption of the product molecules


from the catalyst surface and recycle of the active sites. In


order to elucidate more explicitly the mechanisms involved in


heterogeneous catalysis, knowledge of the structures and the


nature of ground, reactant, intermediate (if any), and product


states is an important prerequisite. Moreover, proper descrip-


tion of each maximum of the potential energy along the reac-


tion coordinate between reactants and products, which refers


to the corresponding transition state or activated complex, is


highly desirable.


The starting point to approach the mechanistic issues of


heterogeneous catalysis is, therefore, the structure of the het-


erogeneous catalyst itself and the nature of the active sites


that catalyze the reaction under investigation. Crystalline alu-


minosilicate zeolites1 are important heterogeneous catalysts


and have been widely utilized in petroleum-refining chemis-


try, such as cracking, isomerization, and alkylation processes.


The framework structure of zeolites consists of connected


[SiO4]4- and [AlO4]5- coordination tetrahedra. By sharing of


one oxygen atom between each two tetrahedra, a three-di-


mensional network containing channels, cages, or both is


formed with a certain topology. The well-defined microporous


structure of zeolite crystals dramatically affects the size- and


shape-dependent adsorption and diffusion processes of the


reactants and products in heterogeneous catalysis and greatly


influences the reaction pathways through steric constraints on


reaction intermediates and transition states. In the case of


acidic zeolites, the hydroxyl protons, which act as Brønsted


acid sites, are located on oxygen bridges connecting tetrahe-


drally coordinated silicon and aluminum atoms (Scheme 1).


These hydroxyl protons are well accepted as catalytic active


sites in acidic zeolites. Characterization of the Brønsted acid-


ity of zeolites includes at least the identification of the


strength, density, and accessibility of these hydroxyl protons,


which is essential to understand their nature and reactivity in


zeolite-catalyzed reactions. This topic has stimulated inten-


sive research carried out both experimentally and theoreti-


cally. For detailed discussion, the reader is referred to excellent


reviews previously published.2–4 Lewis acid sites may also


exist in zeolites as extraframework aluminum species or


framework defects. Their nature and role in catalysis is still a


matter of discussion, the topic of which is, however, beyond


the scope of this Account.


One of the key steps to understand the mechanisms of het-


erogeneous catalysis is, of course, the observation and iden-


tification of reaction intermediates being formed on a working


catalyst. Motivated by this, many in situ spectroscopic meth-


ods have been developed in the past decades to monitor the


catalytic events in heterogeneous systems under real reac-


tion conditions.5–7 Since 1995, for example, an in situ magic-


angle-spinning (MAS) NMR technique under continuous-flow


(CF) conditions8 has been applied for direct NMR investiga-


tions of the formation and transformation of reaction interme-


diates in zeolite-catalyzed reactions under steady-state


conditions. On the basis of the in situ CF MAS NMR spectros-


copy, a stopped-flow (SF) protocol9 was further introduced to


distinguish reactive intermediates from spectator species,


which allows a safer identification of the reaction mechanisms


involved. Recently, the in situ MAS NMR technique under flow


conditions was directly coupled with UV/vis spectroscopy.10


The high sensitivity gained by UV/vis spectroscopy facilitates


the in situ observation of aromatic compounds and unsatur-


ated carbenium ions formed in zeolite-catalyzed reactions. The


above-mentioned NMR techniques, which we developed,


prove successful in observation and identification of possible


intermediates in several important zeolite-catalyzed reactions.


Experimental details of these techniques and interpretation of


the resulting spectra have been the subjects of review


papers11,12 and, therefore, will not be duplicated herein. In this


Account, we will only focus on the mechanistic information of


heterogeneous systems obtained by these techniques. More


specifically, our recent results on the reactivity and possible


intermediate role of surface alkoxy species in a variety of zeo-


lite-catalyzed reactions will be summarized and discussed.


In addition to observation and identification of reaction


intermediates, description of the transition states that con-


nect reactants, intermediates, and products is the main task for


mechanism elucidation. In comparison with direct detection of


reaction intermediates in heterogeneous catalysis, however,


the only measurable property of the transition states is their


energies relative to reactant or product states, the values of


which may sometimes be derived from kinetics study or from


product distribution analysis. Many experimental techniques


applied in mechanistic investigations of solution systems, for


example, isotopic labeling, trapping, and stereochemical anal-


ysis, may also give additional hints on the structure and


nature of the transition states in heterogeneous catalysis. On


the other hand, quantum chemistry is of great power to pre-


dict the structure, nature, and relative stability of the transi-


SCHEME 1. Schematic Representation of Zeolite Brønsted Acid Sites
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tion states involved in zeolite-catalyzed reactions.1,2,13 On the


basis of our experimental results and recent theoretical inves-


tigations on the carbenium-ion-like transition states in zeolite-


catalyzed reactions, the reactivity of surface alkoxy species


(>C1 species) will be discussed in comparison with that of sur-


face methoxy species (SMS) in this Account.


Although, as mentioned above, many basic principles in


physical organic chemistry for solution systems are applica-


ble for elucidating the mechanisms in heterogeneous cataly-


sis, one must be always aware of the unique nature of


heterogeneous systems under investigation. For example, it


has been well established that carbenium ions are key inter-


mediates involved in a variety of acid-catalyzed reactions in


solution. However, simple carbenium ions have never been


identified as long-lived intermediates on acidic zeolite cata-


lysts. Instead, covalent alkoxy species are experimentally


observed as stable surface species upon dehydration of alco-


hols or adsorption of olefins on acidic zeolites (Scheme 2). The


stability and the formation mechanism of surface alkoxy spe-


cies on zeolite Brønsted acid sites have been intensively inves-


tigated by quantum chemical calculations. It was also


suggested that surface alkoxy species that possess carbenium-


ion-like nature may act as catalytic intermediates in zeolite


chemistry.2,3,14 However, convincing experimental evidence


for this hypothesis can hardly be obtained due to the occur-


rence of rapid secondary reactions on zeolite catalysts, which


severely hinders the observation of primary intermediates and


complicates the interpretation of spectroscopic results. We


approached this issue by isolating the surface alkoxy species


on a working zeolite catalyst first and investigating their chem-


ical reactivity with different probe molecules under reaction


conditions thereafter (Figure 1). This strategy allows us to


investigate the intermediate role of surface alkoxy species in


certain zeolite-catalyzed reactions in which the correspond-


ing alcohols (or olefins) are reacted with the probe molecules.


In this Account, accordingly, we will present our research


results in the following sequence: (i) in situ observation and


isolation of surface alkoxy species on acidic zeolite catalysts;


(ii) possible intermediate role of surface alkoxy species evi-


denced by the reactions of surface alkoxy species (mainly,


SMS 1) with probe molecules; (iii) discussion on mechanism


issues in zeolite-catalyzed reactions involving surface alkoxy


species as possible reaction intermediates.


In Situ MAS NMR Observation and Isolation
of Surface Alkoxy Species on Acidic Zeolite
Catalysts
In 2000, we confirmed by in situ MAS NMR spectroscopy the


existence of SMS during methanol conversion under CF con-


ditions on solid acid catalysts such as zeolites H-Y, H-ZSM-5,


and zeotype catalyst, silicoaluminophosphate H-SAPO-34 (step


1 in Figure 1).15 In agreement with previous NMR studies


under batch conditions, the 13C chemical shift for SMS that we


observed is ca. 56.2 ppm on H-Y, 59.4 ppm on H-ZSM-5, and


56.6 ppm on H-SAPO-34. In Scheme 2 is shown the forma-


tion of SMS upon dehydration of methanol on acidic zeolite


catalysts. As indicated in spectrum 1b in Figure 1, however,


dimethyl ether (DME, 13C chemical shifts of 63.5 and 60.5


ppm) is also formed as the reaction product during the con-


version of methanol (13C chemical shift of 50.0 ppm) at reac-


tion temperature of ca. 473 K. It, therefore, comes to the


question concerning the reactivity of SMS: are SMS the reac-


tion intermediates for the formation of dimethyl ether from


methanol, or they are only spectator species on the working


catalyst? This issue may be tackled15 by isolation of SMS on


the working catalyst with a SF protocol (step 2 in Figure 1), fol-


lowed by further investigation on the reaction of SMS with


methanol as probe molecules (similar to step 3 in Figure 1).


The SF protocol realizes a purge of the working catalyst with


dry nitrogen at elevated temperatures, which progressively


removes DME, water, and the surplus of methanol.16 With the


use of SF protocol, SMS are selectively retained on the work-


ing catalyst, which give the dominating signal at 56.2 ppm


together with spinning sidebands (denoted by asterisks) in


spectrum 2c in Figure 1. Following a similar procedure, we


successfully isolated surface ethoxy species (SES) upon dehy-


dration of ethanol on acidic zeolite H-Y.17


It is worth noting that surface alkoxy species are not easy


to detect by solid-state NMR spectroscopy. In the case of ole-


SCHEME 2. Formation of Surface Alkoxy Species upon Dehydration
of Alcohols or Adsorption of Olefins on Zeolite Brønsted Acid Sites
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fin adsorption on acidic zeolites, fast oligomerization of ole-


fins takes place even at ambient temperature, which may


mask the initial formation of surface alkoxy species. In the


case of alcohol dehydration, on the other hand, removal of


water from the working catalyst is crucial because hydration


of surface alkoxy species back to the corresponding alcohol is


ready to occur (vide infra). Most solid-state NMR investigations


are, however, performed under batch conditions in fused glass


ampoules or in gastight rotors, where removal of water and


isolation of surface alkoxy species can hardly be achieved.


Additionally, once being formed, surface alkoxy species may


participate in further reactions with other reactants coexist-


ing in the heterogeneous systems. The in situ SF protocol we


applied not only facilitates the detection of surface alkoxy spe-


cies by removal of water (step 2 in Figure 1) but also makes


it possible to further investigate the reactivity of surface alkoxy


species with different probe molecules (step 3 in Figure 1).


Reactivity of SMS on Acidic Zeolite
Catalysts: C-O Bond Activation
The intermediate role of SMS in zeolite catalysis has been a mat-


ter of debate, largely due to the lack of experimental evidence


for identifying both the formation and further transformation of


SMS in the same reaction. By in situ SF MAS NMR spectroscopy,


we are able to study the chemical transformation of SMS with dif-


ferent reactants (probe molecules) under reaction conditions (step


3 in Figure 1) after the isolation of SMS formed on a working cat-


alyst. The reactivity of SMS revealed by our research may be bet-


ter described in terms of C-O bond and C-H bond activation,


respectively. In this section, the results of C-O bond activation of


SMS are summarized.


Reaction of SMS and Methanol. DME 2 was observed as


the reaction product of SMS and methanol at 433 K on zeolite


H-Y (Scheme 3).15 Note that non-13C-enriched methanol was


chosen to react with 13C-enriched SMS, which facilitates the inter-


pretation of the NMR spectra. The result indicates that SMS may


play an intermediate role in the formation of DME by conver-


sion of methanol on acidic zeolite catalysts. However, the direct


formation of DME from two methanol molecules on Brønsted


acid sites18,19 cannot be excluded as a competition pathway.


Reaction of SMS and Water. SMS react with water at


ambient temperature, leading to the formation of methanol 3
on zeolites H-Y and H-ZSM-5 and silicoaluminophosphate


H-SAPO-34 (Scheme 4).20


Reaction of SMS and Ammonia. SMS react readily with


ammonia on zeolite H-Y and silicoaluminophosphate


FIGURE 1. Protocol of the in situ continuous-flow (CF) and stopped-flow (SF) MAS NMR experiments applied to investigate the reactivity of
surface methoxy species (SMS) on acid zeolite catalysts: (1) recording of 13C MAS NMR spectra under CF conditions at elevated reaction
temperatures during conversion of methanol (13C-enriched methanol is used to facilitate the 13C NMR detection), which indicates the
formation of SMS (13C chemical shift of 56.2 ppm) on acid zeolite catalysts; (2) recording of 13C MAS NMR spectra under SF conditions during
purging the catalyst with dry carrier gas (N2) only, which achieves the isolation of SMS from water, dimethyl ether (DME, 13C chemical shifts
of 63.5 and 60.5 ppm), and methanol (13C chemical shift of 50.0 ppm); (3) recording of 13C MAS NMR spectra during the reaction of SMS
with additional probe molecules (in most case, 13C-nonenriched reagents are used to only trace the transformation of 13C-enriched SMS),
which reveals the reactivity and possible intermediate role of SMS. This step can be performed under either flow conditions or batch
conditions. The 13C chemical shifts are all in the unit of ppm. Asterisks denote the spinning sidebands. Zeolite H-Y was used as the solid acid
catalyst and ammonia as probe molecules in the figure.


SCHEME 3
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H-SAPO-34 at ambient temperature, by which methylamines


and the corresponding methylammonium cations are formed


(Scheme 5).21 The selectivity toward monomethylamine 4,


dimethylamine 5, and trimethylamine 6 largely depends on


the concentration of ammonia and the reaction temperature.22


Reaction of SMS and Alkyl Halides. The reaction of SMS


and ethyl iodide indicates the transformation of SMS to sur-


face ethoxy species (SES) on zeolite H-Y and silicoalumino-


phosphate H-SAPO-34. SMS also react with other alkyl halides,


such as methyl iodide, isopropyl iodide, and ethyl bromide, by


which the corresponding alkoxy species 7 are expected to


form (Scheme 6).21


Reaction of SMS and Hydrochloride. Scheme 7


describes the reaction of SMS and hydrochloride on zeolite


H-Y, by which methyl chloride 8 is formed together with the


recovery of zeolite Brønsted acidity.21


Reaction of SMS and Aromatic Compounds. Xylenes 9
and ethylbenzene 10 are formed as main products in the


reaction of SMS with toluene on zeolite H-Y (Scheme 8).20


Koch-Type Carbonylation Reaction. The classic Koch car-


bonylation reaction of olefins and carbon monoxide involves car-


benium ions as reaction intermediates in superacidic solutions.


Transient existence of unstable acylium cation 11 in the reac-


tion of SMS and carbon monoxide on zeolite H-Y was evidenced


by our trapping experiments with water and ammonia, in which


acetic acid 12 and acetamide 13 are formed, respectively


(Scheme 9).21


Ritter-Type Reaction. SMS react with acetonitrile on zeo-


lite H-Y to produce the N-alkylnitrilium cation 14, which can


be further hydrolyzed to form N-methyl acetamide 15 as the


final product (Scheme 10). The mechanism was rationalized in


accordance with the classic Ritter reaction in solution media.21


As summarized above, SMS act as effective methylating


agents when reacting with different probe molecules through


C-O bond activation on acidic zeolite catalysts. Other evi-


dence concerning C-O bond activation includes the reactions


of SMS with aniline to form N-methylanilinium cations,23,24


with benzene to form alkyl-substituted aromatics,25–28 and


with ethene or propene to start oligomerization of olefins.25,29


Therefore, SMS may play an important intermediate role in a


variety of zeolite-catalyzed reactions: methylation of amines,


olefins, aromatics, carbon monoxide, acetonitrile, and so on.


C-H Bond Activation of SMS on Acidic
Zeolite Catalysts: Debates on the Initiation
Mechanism of the Methanol-to-Olefin
(MTO) Process
In the absence of other reactants, however, isolated SMS on


acidic zeolite catalysts show a high thermal stability at tem-


peratures below 473 K.16 When the reaction temperatures are


further increased to ca. 523 K and above, SMS are decom-


SCHEME 4
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SCHEME 8
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posed on zeolites H-Y and H-ZSM-5, and silicoaluminophos-


phate H-SAPO-34, leading to the formation of hydrocarbons


17, such as propane, isobutane, and aromatics (Scheme


11).20,30 In addition to the weakening of C-O bond, the C-H


bond activation of SMS may be assisted by the adjacent basic


oxygen atoms of the zeolite framework at high temperatures.


As a result, surface-stabilized intermediates 16 with carbene


or ylide nature are likely formed. Indirect evidence for the


existence of transient carbene-like species was obtained by


trapping experiments with cyclohexane.20 The formation of


methylcyclohexane 18 implies the typical insertion reaction of


carbene into the sp3 C-H bond of cyclohexane. Oxidation of


SMS to carbon monoxide and carbon dioxide might be looked


upon as additional evidence for the carbene mechanism.21


Although it has been well accepted that the methanol-to-


olefin (MTO) process is dominated by a “hydrocarbon pool”


mechanism under steady-state conditions, the first C-C bond


formation in the induction period is still a matter of debate,


which is directly related to the issue of C-H bond activation


of SMS.31–42 Experimental evidence from IR and NMR inves-


tigations indicates that C-H bond cleavage of SMS is respon-


sible for the formation of first hydrocarbons in the MTO


process (see, for example, research papers cited in refs 20 and


21). It has also been proposed31,32 that SMS may act as pre-


cursors of surface-stabilized carbene or ylide, though the


detailed mechanism for the first C-C bond formation from


SMS is still a matter of research. Theoretical investigation


showed that surface-stabilized carbene could be produced by


deprotonation of SMS on acidic zeolites with an activation bar-


rier of 215-232 kJ mol-1.35 A higher value of 242 kJ mol-1


for this step was recently reported, which, however, energet-


ically disfavors the mechanism for the C-H bond activation of


SMS.36


An experimental argument against the C-H bond activa-


tion of SMS was also raised in 2002.37 The initiation of the


MTO process was explained by a few ppm of organic impuri-


ties instead of any direct route from pure methanol and


DME.37 The conclusion is based on GC analyses of the prod-


uct streams after a series of pulses of fractionally distilled


methanol onto the solid acid catalysts. The experimental data


reasonably indicate that the yield of volatile products


increases with the growth of the “hydrocarbon pool” on the


working catalyst, which offers further evidence for the “hydro-


carbon pool” mechanism. However, these results may not nec-
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essarily prove that organic impurities would create the primary


hydrocarbon pool on the working catalyst; neither may they


prove that trace impurities would govern the duration of the


kinetic induction period in the MTO process: in comparison


with trace impurities on the working catalyst, SMS indisput-


ably coexist in large quantities, which proved to be further


converted to hydrocarbons by different research groups (vide
supra). Our investigation by the combined 13C MAS NMR-UV/


vis spectroscopy further indicates that traces of organic impu-


rities (from 30 to 1000 ppm) present in the methanol do not


affect the formation of primary hydrocarbons from SMS.30


In contradiction to a number of previous investigations, it


was recently reported38 that the C-H bonds of SMS are not


broken at temperatures between 573 and 623 K on silicoa-


luminophosphate H-SAPO-34 evidenced by H/D exchange


studies. Once formed from the decomposition of SMS via C-H


bond activation, 16 would undergo secondary reactions to


form hydrocarbons (Scheme 11). As a result, the reverse reac-


tion from 16 to form SMS should be disfavored. Therefore, it


is very reasonable to have only observed the absence of H/D


exchange38 between the residual CH3-SAPO-34 and CD3-


SAPO-34 on the catalyst. However, C-H bond activation of


SMS may not be excluded because the yields and the H/D dis-


tribution of olefin products from SMS were not analyzed.38


The discrepancy in experimental results concerning the C-H


bond activation of SMS may also arise from different meth-


ods, catalysts, and experimental conditions being used.39,40


For example, IR and NMR results, which favor the C-H bond


activation of SMS, were obtained from the working catalysts,


while GC and GC/MS analyses, which disfavor the C-H bond


activation, came from the volatile products. No C-H bond acti-


vation of SMS was observed on zeolite H-ZSM-22,41,42 which


may be responsible for the failure of zeolite H-ZSM-22 to con-


vert methanol into olefins under normal MTO conditions.


Discussion on the Reactivity of Surface
Alkoxy Species on Acidic Zeolite Catalysts
In contrast to the case in homogeneous systems, solvation


effects are largely absent on zeolite catalysts and simple car-


benium ions are, therefore, less stabilized by zeolite frame-


work.2 Indeed, simple carbenium ions have never been


experimentally observed as stable intermediates in acid-cat-


alyzed reactions performed on acidic zeolites so far. They may


exist as highly activated and short-lived transition states and,


therefore, only represent saddle points on the potential energy


surface. On the other hand, covalent alkoxy species are con-


sistently identified as persistent species upon the adsorption


of olefins or dehydration of alcohols on acidic zeolites. The rel-


ative stability of surface alkoxy species and the activation


energies for their formation via carbenium-ion-like transition


states can be deduced from theoretical investigations of ole-


fin adsorption on acidic zeolites. As depicted in Figure 2, the


activation of olefins on acidic zeolites starts with the forma-


tion of π-complex (2A for ethene, 3A for propene and 4A for


isobutene), and through a carbenium-ion-like transition state


(2B, 3B, and 4B), the corresponding surface alkoxy species


(σ-complex, 2C, 3C, and 4C) are formed. The relative stabil-


ity of surface alkoxy species follows the order ethoxy 2C >


isopropoxy 3C > tert-butoxy 4C, while the energy levels of


carbenium-ion-like transition states follow the order 2B > 3B


> 4B.43 Moreover, the energy differences among π-complex


of isobutene 4A, tert-butyl cation 4B, and tert-butoxy species


4C are quite small.44–46 SMS 1C can be further added in Fig-


ure 2 as the most stable alkoxy species and, accordingly,


methyl cations 1B as the most highly activated transition state.


The C-O bond reactivity of surface alkoxy species with


different probe molecules can be, therefore, discussed by


analyzing the energy differences from C to B in Figure 2.


The following results may be derived: (i) According to the


Hammond postulate, surface tert-butoxy species would pos-


sess more carbenium-ion-like nature than other alkoxy spe-


cies presented in Figure 2. In contrast, the covalent-bond


nature should be profound in the case of SMS. (ii) The


nucleophilic substitution reaction with SMS is more SN2-


mechanism oriented, in which both nucleophile (probe mol-


ecules) and SMS simultaneously take part in the transition


state. The involvement of probe molecules in the transi-


tion state will, more or less, decrease the activation energy


in comparison with the energy difference between 1C and


1B in Figure 2. This explains that the reactions of SMS with


probe molecules having high nucleophility (water, ammo-


nia, or methylamines) take place at room temperature,


while for those with low nucleophility (hydrochloride, car-


bon monoxide, or acetonitrile), higher reaction tempera-


tures are required. (iii) The SN1-mechanism may dominate


the nucleophilic substitution reactions of the bulky tert-bu-


toxy species on acidic zeolites. In this case, the presence of


probe molecules does not contribute significantly in the


rate-determining step in which the transition state largely


resembles the corresponding carbenium ions, and there-


fore, the activation energy in this step should be close to


the energy difference between 4C and 4B shown in Fig-


ure 2.
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Conclusions and Perspectives
Elucidation of the reaction mechanisms in heterogeneous


catalysis is a complicated issue. Direct observation of reac-


tion intermediates and detailed investigation of their reactiv-


ity on the working catalysts offer important mechanistic


information, which may be realized by in situ spectroscopic


methods. The reaction intermediates involved in heteroge-


neous catalysis can vary in nature from highly reactive spe-


cies to relatively stable ones. The in situ spectroscopic method


being applied could only detect possible intermediates that


possess long enough lifetime. It is also feasible to further iso-


late the long-lived intermediates formed in some heteroge-


neously catalyzed systems and investigate their nature and


chemical reactivity thereafter. This strategy has been exploited


in our investigations of the SMS reactivity by in situ SF MAS


NMR spectroscopy. Through this approach, the possible inter-


mediate role of SMS in a variety of zeolite-catalyzed reactions


has been revealed. The reactivity of SMS can be discussed in


terms of C-O bond and C-H bond activation, respectively.


SMS on acidic zeolite catalysts act as an effective methylat-


ing agent in the reactions with different probe molecules


through C-O bond activation. At higher reaction tempera-


tures, C-H bond activation of SMS may further occur, by


which intermediates with surface-stabilized carbene or ylide


FIGURE 2. Energy profiles for the formation of surface alkoxy species (A f B f C) on acidic zeolite catalysts, adapted from ref 21.
Discussion on the reactivity of surface alkoxy species with additional probe molecules is based on the reverse route (C f B).


Reactivity of Surface Alkoxy on Acidic Zeolites Wang and Hunger


902 ACCOUNTS OF CHEMICAL RESEARCH 895-904 August 2008 Vol. 41, No. 8







nature are likely formed. The latter issue is directly related to


the mechanistic elucidation of the MTO process and invites


further investigations.


In order to properly understand the reaction mechanisms


in heterogeneous catalysis, one needs to know the nature of


the transition states that connect reactants, intermediates, and


products. Ingenious experiments should be designed to obtain


the rate constants of the elementary reaction steps in the cat-


alytic cycle. Isotopic labeling, trapping, and stereochemical


analysis may offer additional information on the structure and


nature of the transition states in heterogeneous catalysis. On


the other hand, quantum chemistry2 can be very useful to


address these issues. The reactivity and the carbenium-ion-


like nature of surface alkoxy intermediates (>C1 species) on


acidic zeolite catalysts are briefly discussed in this Account in


combination with recent theoretical investigations. Further


experimental efforts are expected to obtain detailed informa-


tion on the reactivity of these surface alkoxy species (>C1 spe-


cies). In addition to 13C MAS NMR, 15N MAS NMR47 may also


be utilized for mechanistic investigations on some zeolite-cat-


alyzed reactions. The combination of several in situ spectro-


scopic methods can provide complementary information


about the working catalysts. Structure-reactivity relationship


in heterogeneous systems48 is an important issue for mech-


anism elucidation. The adsorption and diffusion effects should


be also taken into account to correlate with the overall cata-


lytic performance on acidic zeolite catalysts.


Our research work summarized in this Account has been


entirely performed at University of Stuttgart, and we gratefully


acknowledge the financial support by the Deutsche Forschungs-


gemeinschaft. W.W. also grateful for the research grants (Nos.


20621091 and 20602016) from National Natural Science


Foundation of China.


BIOGRAPHICAL INFORMATION


Wei Wang was born in 1972 in Xinjiang, P. R. China. He received
his Ph.D. (physical organic chemistry, 1998) from Lanzhou Uni-
versity under the supervision of Prof. You-Cheng Liu. After his
postdoctoral research at University of Stuttgart (2000-2001, with
Prof. Michael Hunger) and at University of Southern California
(2001-2002, with Prof. James F. Haw), he joined Prof. Hunger’s
Laboratory where he worked for four years on the applications of
in situ NMR techniques in mechanistic studies of heterogeneous
catalysis. In 2006, he was promoted as Professor at Lanzhou Uni-
versity. He is the recipient of the Cheung Kong Professorship
awarded in 2006 by the Ministry of Education of China.


Michael Hunger was born in 1955 in Leipzig, Germany. He stud-
ied physics at the University of Leipzig and obtained his Ph.D. in
1984 at the Department of Physics. After his Habilitation and a


number of periods abroad, he moved to the Institute of Chemi-
cal Technology at University of Stuttgart in 1992, and was
appointed Professor at the Faculty of Chemistry in 1999. His
research interests are focused on the development of new tech-
niques of solid-state NMR and UV/vis spectroscopy for the char-
acterization of microporous and mesoporous solid catalysts and
in situ spectroscopy of heterogeneous catalytic reactions. He
received the CSIR-Humboldt Research Award in 2005.


FOOTNOTES


*To whom correspondence should be addressed. E-mail: wang_wei@lzu.edu.cn. Tel: +86
931 8912282. Fax: +86 931 8915557.


REFERENCES
1 Cejka, J.; van Bekkum, H.; Corma, A.; Schueth, F. Introduction to Zeolite Molecular


Sieves, 3rd ed.; Elsevier: Amsterdam, 2007; pp 1-1094.
2 van Santen, R. A.; Kramer, G. J. Reactivity Theory of Zeolitic Brønsted Acidic Sites.


Chem. Rev. 1995, 95, 637–660.
3 Farneth, W. E.; Gorte, R. J. Methods for Characterizing Zeolite Acidity. Chem. Rev.


1995, 95, 615–635.
4 Corma, A. Inorganic Solid Acids and Their Use in Acid-Catalyzed Hydrocarbon


Reactions. Chem. Rev. 1995, 95, 559–614.
5 Haw, J. F. In-Situ Spectroscopy in Heterogeneous Catalysis; Wiley-VCH: Weinheim,


Germany, 2002; pp 1-288.
6 Weckhuysen, B. M. In-Situ Spectroscopy of Catalysts; American Scientific


Publishers: Stevenson Ranch, CA, 2004; pp 1-332.
7 Hunger, M.; Weitkamp, J. In situ IR, NMR, EPR and UV/Vis Spectroscopy: Tools for


New Insight into the Mechanisms of Heterogeneous Catalysis. Angew. Chem. 2001,
113, 3040-3059; Angew. Chem., Int. Ed. 2001, 40, 2954-2971.


8 Hunger, M.; Horvath, T. A New MAS NMR Probe for In situ Investigations of
Hydrocarbon Conversion on Solid Catalysts under Continuous-Flow Conditions.
J. Chem. Soc., Chem. Commun 1995, 1423–1424.


9 Wang, W.; Seiler, M.; Ivanova, I. I.; Weitkamp, J.; Hunger, M. In situ Stopped-
Flow (SF) MAS NMR Spectroscopy: A Novel NMR Technique Applied for the
Study of Aniline Methylation on a Solid Base Catalyst. Chem. Commun. 2001,
1362–1363.


10 Hunger, M.; Wang, W. Formation of Cyclic Compounds and Carbenium Ions by
Conversion of Methanol on Weakly Dealuminated Zeolite H-ZSM-5 Investigated via a
Novel In situ CF MAS NMR/UV-Vis Technique. Chem. Commun. 2004, 584–585.


11 Hunger, M.; Wang, W. Characterization of Solid Catalysts in the Functioning State by
Nuclear Magnetic Resonance Spectroscopy. Adv. Catal. 2006, 50, 149–225.


12 Hunger, M. In situ Flow MAS NMR Spectroscopy: State of the Art and Applications in
Heterogeneous Catalysis, Prog. Nucl. Magn. Reson. Spectrosc. 2008, in press, doi:
10.1016/j.pnmrs.2007.08.001.


13 van Santen, R. A.; Neurock, M. Reactivity Index Relations in Theoretical
Heterogeneous Catalysis. In Handbook of Heterogeneous Catalysis; Ertl, G.,
Knoezinger, H., Schueth, F., Weitkamp, J., Eds.; Wiley VCH: Weinheim, Germany,
2008, pp 1415-1445.


14 Kazansky, V. B. The Nature of Adsorbed Carbenium Ions as Active Intermediates in
Catalysis by Solid Acids. Acc. Chem. Res. 1991, 24, 379–383.


15 Wang, W.; Seiler, M.; Hunger, M. Role of SMS in the Conversion of Methanol to
Dimethyl Ether on Acidic Zeolites Investigated by In Situ Stopped-Flow MAS NMR
Spectroscopy. J. Phys. Chem. B 2001, 105, 12553–12558.


16 Wang, W.; Buchholz, A.; Arnold, A.; Xu, M.; Hunger, M. Effect of Surface Methoxy
Groups on the 27Al Quadrupole Parameters of Framework Aluminum Atoms in
Calcined Zeolite H-Y. Chem. Phys. Lett. 2003, 370, 88–93.


17 Wang, W.; Jiao, J.; Jiang, Y.; Ray, S. S.; Hunger, M. Formation and Decomposition
of Surface Ethoxy Species on Acidic Zeolite Y. ChemPhysChem 2005, 6, 1467–
1469.


18 Blaszkowski, S. R.; van Santen, R. A. The Mechanism of Dimethyl Ether Formation
from Methanol Catalyzed by Zeolitic Protons. J. Am. Chem. Soc. 1996, 118, 5152–
5153.


19 Blaszkowski, S. R.; van Santen, R. A. Theoretical study of C-C bond formation in
the methanol-to-gasoline process. J. Am. Chem. Soc. 1997, 119, 5020–5027.


20 Wang, W.; Buchholz, A.; Seiler, M.; Hunger, M. Evidence for an Initiation of the
Methanol-to-Olefin Process by Reactive Surface Methoxy Groups on Acidic Zeolite
Catalysts. J. Am. Chem. Soc. 2003, 125, 15260–15267.


21 Jiang, Y.; Hunger, M.; Wang, W. On the Reactivity of Surface Methoxy Species in
Acidic Zeolites. J. Am. Chem. Soc. 2006, 128, 11679–11692.


Reactivity of Surface Alkoxy on Acidic Zeolites Wang and Hunger


Vol. 41, No. 8 August 2008 895-904 ACCOUNTS OF CHEMICAL RESEARCH 903







22 Jiang, Y.; Huang, J.; Wang, W.; Hunger, M. Formation of Methylamines by the
Reaction of Ammonia with Surface Methoxy Species on Zeolite H-Y and the
Silicoaluminophosphate H-SAPO-34. Stud. Surf. Sci. Catal. 2007, 170, 1331–
337.


23 Ivanova, I. I.; Pomakhina, E. B.; Rebrov, A. I.; Hunger, M.; Kolyagin, Y. G.; Weitkamp,
J. Surface Species Formed during Aniline Methylation on Zeolite H-Y Investigated by
in Situ MAS NMR Spectroscopy. J. Catal. 2001, 203, 375–381.


24 Wang, W.; Seiler, M.; Ivanova, I. I.; Sternberg, U.; Weitkamp, J.; Hunger, M.
Formation and Decomposition of N,N,N-Trimethylanilinium Cations on Zeolite H-Y
Investigated by In Situ Stopped-Flow MAS NMR Spectroscopy. J. Am. Chem. Soc.
2002, 124, 7548–7554.


25 Forester, T. R.; Howe, R. F. In Situ FTIR Studies of Methanol and Dimethyl Ether in
ZSM-5. J. Am. Chem. Soc. 1987, 109, 5076–5082.


26 Datka, J.; Rakoczy, J.; Zadrozna, G. The Properties of Alkoxyl Groups in Zeolites
Studied by IR Spectroscopy. In Proceedings of the 12th International Zeolite
Conference; Treacy, M. M. J., Marcus, B. K., Bisher, M. E., Higgins, J. B., Eds.;
Materials Research Society: Warrendale, PA, 1999; pp 2601-2608


27 Ono, Y.; Mori, T. Mechanism of Methanol Conversion into Hydrocarbons over ZSM-5
Zeolite. J. Chem. Soc., Faraday Trans. 1 1981, 77, 2209–2221.


28 Rakoczy, J.; Romotowski, T. Alkylation of Benzene with Methanol on Zeolites:
Infrared Spectroscopy Studies. Zeolites 1993, 13, 256–260.


29 Salehirad, F.; Anderson, M. W. Solid-State 13C MAS NMR Study of Methanol-to-
Hydrocaron Chemistry over H-SAPO-34. J. Catal. 1996, 164, 301–314.


30 Jiang, Y.; Wang, W.; Marthala, V. R. R.; Huang, J.; Sulikowski, B.; Hunger, M.
Effect of Organic Impurities on the Hydrocarbon Formation via the
Decomposition of Surface Methoxy Groups on Acidic Zeolite Catalysts. J. Catal.
2006, 238, 21–27.


31 Hutchings, G. J.; Hunter, R. Hydrocarbon Formation from Methanol and Dimethyl
Ether: A Review of the Experimental Observations Concerning the Mechanism of
Formation of the Primary Products. Catal. Today 1990, 6, 279–306.
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†Laboratoire “Lésions des Acides Nucléiques”, SCIB-UMR-E n3 (CEA/UJF) Institut
Nanosciences et Cryogénie, CEA/Grenoble, F-38054 Grenoble Cedex 9, France,


‡Department of Nuclear Medicine and Health Science, University of
Sherbrooke, Quebec J1H 5N4, Canada


RECEIVED ON NOVEMBER 14, 2007


C O N S P E C T U S


Nuclear DNA and other molecules in living systems are continuously exposed to endogenously generated oxygen spe-
cies. Such species range from the unreactive superoxide radical (O2


•-)sthe precursor of hydrogen peroxide (H2O2)sto
the highly reactive hydroxyl radical (•OH). Exogenous chemical and physical agents, such as ionizing radiation and the UVA
component of solar light, can also oxidatively damage both the bases and the 2-deoxyribose moieties of cellular DNA.


Over the last two decades, researchers have made major progress in understanding the oxidation degradation path-
ways of DNA that are most likely to occur from either oxidative metabolism or exposure to various exogenous agents. In
the first part of this Account, we describe the mechanistic features of one-electron oxidation reactions of the guanine base
in isolated DNA and related model compounds. These reactions illustrate the complexity of the various degradation path-
ways involved. Then, we briefly survey the analytical methods that can detect low amounts of oxidized bases and nucleo-
sides in cells as they are formed. Recent data on the formation of oxidized guanine residues in cellular DNA following
exposure to UVA light, ionizing radiation, and high-intensity UV pulses are also provided. We discuss these chemical reac-
tions in the context of •OH radical, singlet oxygen, and two-quantum photoionization processes.


1. Introduction


Nuclear DNA as other biomolecules of living sys-


tems is continuously exposed to endogenously


generated oxygen species such as the unreactive


superoxide radical (O2
•-) that is the precursor of


hydrogen peroxide (H2O2) and the highly reactive


hydroxyl radical (•OH). The bases, the 2-deoxyri-


bose moieties, or both of cellular DNA may also


be oxidatively damaged by a large number of


exogenous chemical and physical agents includ-


ing ionizing radiation and the UVA component of


solar light. Major efforts have been devoted dur-


ing the last two decades to the elucidation of oxi-


dative pathways mediated by 1O2, •OH, and one-


electron oxidants using nucleobases, nucleosides,
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and oligonucleotides as DNA model compounds. This has led


to the isolation and characterization of more than 70 modi-


fied nucleosides if diastereomers and relatively unstable ini-


tial oxidation products such as thymidine hydroperoxides are


included.1 It may be added that relevant information on struc-


tural and chemical features of radical precursors of most of the


oxidized nucleobases has been inferred from electron spin res-


onance, laser flash photolysis, and pulse radiolysis studies.1e,2


As a result, comprehensive mechanisms are available for most


of the oxidation reactions of purine and pyrimidine DNA


bases.1


Emphasis is placed in the first part of this Account on recent


mechanistic aspects of one-electron oxidation reactions of the


guanine (1) moiety of DNA fragments for which a large con-


sensus now exists.3 Prior to providing insights into several oxi-


dation pathways of guanine (1) in cellular DNA mediated by


photosensitized 1O2, radiation-induced •OH, and two-quan-


tum photoionization, a brief survey of the analytical meth-


ods aimed at singling out the formation of low amounts of


oxidized bases and nucleosides in cells is reported.


2. One-Electron Oxidation Reactions of the
Guanine Moiety of Isolated DNA and Model
Systems
Numerous chemical and physical agents have the ability to


abstract one electron from guanine, which exhibits the low-


est ionization potential among DNA components, explaining


why guanine (1) has been found to be the predominant sink


for hole transfer in double-stranded DNA. Thus several agents


including biologically relevant nitrosoperoxycarbonate, the


product of the reaction of peroxynitrite with carbon dioxide,


have been shown to promote one-electron oxidation of 1 as


part of either free nucleoside or isolated DNA.4 In addition,


ionizing radiation through the direct interaction of highly ener-


getic photons with DNA, triplet-excited type I photosensitiz-


ers, and high-intensity UVC laser pulses are able to efficiently


oxidize guanine (1). Evidence was gained, mostly from pulse


radiolysis experiments on transient radicals using the redox


titration technique and the characterization of the final oxida-


tion products, that the guanine radical cation (2) thus gener-


ated may undergo in aqueous solutions two main competitive


pathways, namely, nucleophilic addition and deprotonation


reactions.


2.1. Nucleophilic Addition Reactions to the Guanine


Radical Cation (2). The first experimental proof for the occur-


rence of a nucleophilic addition to the guanine radical cation


(2) was provided by the observation of the incorporation of an


18O-atom in 8-oxo-7,8-dihydroguanine (4), which was gener-


ated as a major degradation product upon riboflavin photo-


sensitized oxidation of calf thymus DNA in aerated [18O]-


labeled water solutions.5 The hydration reaction, whose


pseudo-first-order rate constant has been estimated to be 6 ×
104 s-1 in double-stranded DNA,6 gives rise to the reducing


8-hydroxy-7,8-dihydroguanyl radical (3) (Figure 1).2 A coun-


terion-assisted proton shuttle mechanism has been proposed


on the basis of molecular dynamics and ab initio quantum


simulations for the water molecule addition at C8 of 2 in a


DNA duplex.7 Radical 3 can be also generated by •OH addi-


tion at the C8 of 1 according to a reaction that was estimated


to take place in a 17% yield with the free nucleoside.8 Oxi-


dation of the latter radical as the result of fast O2 reaction that


occurs with a rate constant of 4 × 109 s-1 leads to the for-


mation of 4, whereas competitive reduction, which is predom-


inant in oxygen-free aqueous solution, gives rise to 2,6-


diamino-4-hydroxy-5-formamidopyrimidine (5).8 This involves


the opening of the imidazole ring at the C8-N9 bond (Fig-


ure 1) with a rate constant (k ) 2 × 10-5 s-1) that has been


estimated by pulse radiolysis.8


Further evidence for the major role played by nucleophilic


addition at C8 in the reactions of 2 was gained from the iso-


lation and characterization of the cross-link formed upon pho-


toexcited riboflavin-mediated one-electron oxidation of TGT


trinucleotide in the presence of the KKK trilysine peptide (Fig-


ure 1).9 It was found that the free amino group of the central


lysine residue of KKK peptide was able to covalently attach to


the C8 carbon of the guanine residue of the trinucleotide in


a highly efficient way that prevents the competitive forma-


tion of 4. The 8-substituted guanine adduct 6 thus formed was


shown to be highly susceptible to further one-electron oxida-


tion, which, as previously observed for 4,10,11 gives rise to


spiroiminodihydantoin compounds through an acyl shift rear-


rangement of a transiently generated 5-hydroxyl adduct. The


nucleophilic addition of a lysine residue to 2 is likely to


explain the observed formation of cross-links between double-


stranded DNA and proteins including histones upon specific


one-electron oxidation of the guanine bases.12 As an alterna-


tive mechanism, the formation of the cross-link 6 upon ribo-


flavin-mediated photosensitization of an aerated aqueous


solution of d(ATGC) tetranucleotide and Na-acetyllysine has


been recently proposed to involve initial generation of lysine


aminium radical cation that is able to add to C8 of the gua-


nine moiety.13 Another example of nucleophilic addition at


the C8 of 1 upon one-electron abstraction by CO3
•- radical


ions and other one-electron oxidants in a single-stranded oli-


gonucleotide has recently become available. Thus it was
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shown that a distant thymine base, which is separated from 2
or its deprotonated form 8 by a cytosine 2′-deoxyribonucle-


otide, is able to covalently bind through its N3 atom to the


guanine base giving rise to the intrastrand cross-link 7 (Fig-


ure 2).14


2.2. Deprotonation Pathway Involving the Formation
of the Highly Oxidizing G(-H)• radical 8. Deprotonation of


the base radical cation 2 of 2′-deoxyguanosine, which exhib-


its a pKa value of 3.9,2 occurs at N1 with a rate constant15 of


1.8 × 107 s-1 leading to the formation of the highly oxidiz-


ing radical 8 (Figure 3). A similar fast deprotonation reaction


occurs in G, GG, or GGG containing double-stranded DNA


according to a fast and slower decay rate constants that have


been estimated to be 1.3 × 107 s-1 and 3 × 106 s-1, respec-


tively.15 The neutral guanine radical 8 may also be gener-


ated by efficient dehydration of the overwhelming •OH radical


adduct at C4 of 1 with a rate constant of 6 × 103 s-1 at neu-


tral pH.8 Recently, information on the assignment and prop-


erties of two G(-H)• tautomers that were produced by


protonation of 8-bromo-2′-deoxyguanosine electron adduct


was gained from comprehensive pulse radiolysis and DFT


studies.16


Evidence has been provided that, at best, O2 would react


very slowly (k < 103 M-1 s-1) with 8,17 as also observed


for oxidizing radicals derived from tryptophan and tyrosine.


In contrast, 8 is able to efficiently quench superoxide anion


radical (O2
•-) with rate constants of 3 × 109 M-1 s-1 and


4.7 × 108 M-1 s-1 for nucleosides8 and DNA duplex


respectively.17 Addition of O2
•- to C-5 carbon-centered rad-


ical 9, one of the possible resonance forms of 8, is the first


step of a rather complicated decomposition pathway lead-


ing to the formation of 2,2,4-triamino-5(2H)-oxazolone (14)


as the main end-product (Figure 3).18 This may be rational-


ized in terms of formation of a 5-hydroperoxide 10 by rad-


ical combination of O2
•- with G(-H)• followed by


protonation. Subsequent nucleophilic addition of a water


molecule across the 7,8-double bond of 10 leading to 11
is followed by opening of the pyrimidine ring at C5-C6


bond and decarboxylation. Further rearrangement of 12
thus produced involves the release of a formamide mole-


cule through ring-chain tautomerism of the carbinolamine


function19 before cyclization that gives rise to 2,5-diamino-


4H-imidazol-4-one (13). Hydrolysis of 13, whose half-life is


about 10 h in neutral aqueous solutions at 20 °C, leads to


FIGURE 1. Nucleophilic reactions of the guanine radical cation (2) at C8.


FIGURE 2. Structure of a thymine-guanine cross-link.
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the quantitative formation of 14. Confirmation of the occur-


rence of a nucleophilic reaction during the fate of 8 was


provided by the observation of intramolecular additions at


C8 involving either the 5′ -hydroxymethyl group of free


2′-deoxyguanosine1a or a tethered lysine residue at the 5′
end of modified nucleosides.20 A major competitive reac-


tion of 8 in isolated nucleosides involves efficient oxida-


tion of 4 that is consumed as soon as it is generated21


(Figure 4) leading to the formation of spiroiminodihydan-


toin (17)22 and 13.18 This may be related to the high val-


ues of the rate constants of the reaction between 8 and 4


as either the 2′-deoxyribonucleoside23 or the correspond-


ing 5′ -phosphomonoester derivative24 that have been


found to be 4.6 × 108 M-1 s-1 and 9.3 × 108 M-1


s-1,respectively. However the efficiency of intrastrand oxi-


dation of 4 by 8 appears to be much lower,17 making the


putative protecting role of easily oxidizable sites against


oxidative processes through hole transfer unlikely in cellu-


lar DNA.25 Reduction of 8 by electron transfer that leads to


restoration of the guanine residue (1) has been proposed to


be a competitive reaction mediated by O2
•- in order to


explain the poor formation efficiency of 13 in DNA


duplexes upon one-electron oxidation.17


3. Guanine Oxidation Reactions of Cellular
DNA


3.1. Methods of Measurement. The measurement of oxi-


dized bases and nucleosides in cellular DNA may be used to


gain insights into the nature and importance of chemical reac-


tions that are generated in cellular DNA by oxidizing agents.


For this purpose,targeted modified bases or nucleosides are


usually separated by a chromatographic method from the


overwhelming normal DNA components after a suitable


hydrolytic or enzymatic digestion step. The detection of com-


pounds of interest at the output of the column requires a sen-


sitive technique that should be able to single out a few lesions


per 106-107 nucleosides in a DNA sample size of about 20


to 30 µg.1b However this has been hampered until recently by


the use of inappropriate methods that have led in most cases


to overestimated values of the levels of DNA oxidized bases


by factors varying from 1 to 3 orders of magnitude.1b The ori-


gin of the main drawbacks that were associated with the use


of the questionable gas chromatography-mass spectrome-


try (GC-MS) method,26 introduced more than 20 years ago,


is now identified.1b Thus, spurious oxidation of the normal


bases has been shown to occur with an efficiency of about


0.1% during the derivatization step that is required to make


the samples volatile.27 This has led to the artifactual genera-


tion of oxidized purine and pyrimidine bases such as 8-oxo-


7,8-dihydroguanine, 8-oxo-7,8-dihydroadenine, and 5-(hy-


droxymethyl)uracil preventing any accurate measurement to


be made. A second matter of concern that is shared by the


chromatographic assays requiring an acidic hydrolysis step for


the release of the bases is the lack of stability of several mod-


ifications including formamidopyrimidine derivatives of ade-


nine and guanine under hot acid formic treatment.28 A third


source of artifacts, although usually of lower amplitude, that


may occur for all HPLC and GC assays deals with adventitious


Fenton-type oxidation reactions during the DNA extraction


FIGURE 3. Reactions of the guanine oxidizing radical 8.


FIGURE 4. Repair of guanine radical cation (2) by 8-oxo-7,8-
dihydroguanine (4).
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and digestion steps.1b A general consensus now exists on


improved chromatographic methods aimed at measuring


8-oxo-7,8-dihydro-2′-deoxyguanosine (4) through the coop-


erative efforts of the European Standard Committee on Oxi-


dative DNA Damage (ESCODD) network that has involved 25


laboratories.29 Recommended protocols that include suitable


conditions of DNA extraction for which artifactual oxidation is


minimized followed by suitable high-performance liquid chro-


matography analysis of the DNA digest are now available.30


The frequently used electrochemical detection technique


(HPLC-ECD), which was introduced more than 20 years ago,31


is a robust method whose application in the oxidative detec-


tion mode is, however, restricted to only a few electroactive


DNA lesions including 4, 8-oxo-7,8-dihydro-2′-deoxyadenos-


ine (25), and 5-hydroxy-substituted pyrimidine nucleosides.32


The recently available electrospray ionization-tandem mass


spectrometry (MS/MS) method33 operating in the multiple


reaction monitoring mode is more versatile and, on the aver-


age, more sensitive than HPLC-ECD, allowing the accurate


measurement of up to 15 base modifications in cellular DNA


among the 70 identified so far in model compounds. Accu-


rate determination of very low amounts of radiation-induced


guanine[8-5]cytosine intrastrand cross-link (0.037 lesions per


109 normal bases and per Gy) has been made possible by the


use of HPLC-MS3 analysis.33c


3.2. Singlet Oxygen Reactions. A suitably protected


naphthalene endoperoxide that can penetrate cells has been


used to investigate the 1O2 oxidation of nuclear DNA.34 Thus,


the release of 1O2 from the thermolabile endoperoxide pre-


cursor led to the selective oxidation of 1 by producing exclu-


sively 4 as measured by HPLC-MS/MS.35 As a relevant piece


of information, it was established that the formation of 4 in


cellular DNA was due to singlet oxygen and not to a puta-


tive oxidative stress. This was supported by labeling experi-


ments involving a synthetically prepared [18O2]-endoperoxide.


The formation of 4 in cellular DNA is accounted for by initial


Diels-Alder [4 + 2] cycloaddition of 1O2 across the imida-


zole ring of 1 leading to the generation of a pair of diastere-


omeric 4,8-endoperoxides 18 before rearrangement into


8-hydroperoxyguanine (19) and reduction as proposed from


model studies (Figure 5).36 The competitive dehydration of 19
that is a predominant pathway for isolated nucleoside giving


rise to the two diastereomers of 1737 through a highly reac-


tive quinonoid intermediate 2038 appears to be at best a


minor pathway in cellular DNA under mild conditions of oxi-


dation. This also applies to the diastereomers of 4-hydroxy-


8-oxo-7,8-dihydro-2′-deoxyguanosine (21) that have been


recently shown to be generated as minor products of 1O2 oxi-


dation of 2′-deoxyguanosine (1),39 whereas 17 is predomi-


nant under these conditions.37a It has also been found that
1O2 is not able to induce significant amounts of direct DNA


strand breaks or alkali-labile sites as inferred from comet


assay measurements.40 This is also indicative of a very low


formation, if any, of 17, which is known to be alkali-labile. It


is now well documented that exposure to UVA irradiation, a


major component of solar light, is able to generate 4 in mam-


malian and bacterial cells41 and also in human skin.42 A


detailed mechanistic study performed on human monocytes,


which has involved a comparison with the effects of radiation-


induced •OH radical, was performed using a modified version


of the alkaline comet assay (Table 1). The yields of γ-radia-


tion-induced modified purine residues and oxidized pyrimi-


dine bases whose formation arise mostly from •OH reactions


were assessed as formamidopyrimidine (Fpg)- and endonu-


clease III (endo III)-sensitive sites, respectively. The ratio of the


lesions recognized and processed by the two latter repair


enzymes was 1 to 1 whereas the sum of the strand breaks


(ssb) and alkali-labile sites (als) was found to be 2.3-fold higher


than any of the two classes of modified bases. The situation


is strongly different for UVA effects. The ratio between strand


FIGURE 5. Singlet oxygen reactions of the guanine moiety of nucleosides and DNA.
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breaks (ssb + als) and oxidized pyrimidine bases is still close


to three whereas the formation of Fpg-sensitive sites is about


6-fold more important than that of oxidized pyrimidine bases.


This strongly suggests that about 80% of the UVA-photosen-


sitized formation of 4 in DNA was due to 1O2 oxidation as the


result of type II photosensitization mechanism.43 A Fenton-


type radical mechanism, which would involve initial genera-


tion of superoxide radical followed by its spontaneous or


enzymic dismutation into H2O2, would explain the formation


of oxidized pyrimidine bases and 20% remaining 4.43


3.3. •OH-Mediated Degradation Pathways. Ionizing


radiation constitutes a suitable way to generate both •OH and


one-electron oxidation events in cells. Several classes of rad-


ical degradation products of thymidine, 2′-deoxyguanosine,


and 2′-deoxyadenosine that were previously characterized in


model studies1a were detected in the DNA of γ-irradiated


THP-1 human monocytes by HPLC-ECD and HPLC-MS/MS


measurements44 in the isotope dilution mode.43 These con-


sisted of six thymidine oxidation products and four purine


lesions whose formation was linear with the applied doses


(0-100 Gy) of low linear energy transfer (LET) γ-rays. 5-(Hy-


droxymethyl)-2′-deoxyuridine (22) and 5-formyl-2′-deoxyuri-


dine (23) represent two methyl oxidation products, whereas


the four cis and trans diastereomers of 5,6-dihydroxy-5,6-di-


hydrothymidine (24) (Figure 6) arise from radical reactions


involving the 5,6-ethylenic bond.1a The two main radiation-


induced degradation products of the purine bases were


identified as 4 and 5, whereas the two related adenine deg-


radation products, namely, 4,6-diamino-5-formamidopyrimi-


dine (26) and 25 (Figure 6) are generated with an ∼10-fold


lower efficiency. The radiation-induced formation yield of the


various oxidized nucleosides is comprised between 1 and 97


lesions per 109 bases and Gy (Table 2). This has to be com-


pared with previous questionable measurements achieved


either by GC-MS45 or more recently by HPLC-MS46 that were


between 2 and 3 orders of magnitude higher. A similar prod-


uct distribution was observed upon exposure of cellular DNA


to highly energetic 12C6+ and 36Ag18+ heavy ions.44 The for-


mation of the oxidation products may be depicted by the pre-


dominant implication of •OH arising from the indirect effect of


γ-rays or heavy particles, even if it is not possible to com-


pletely rule out a contribution of ionization reactions, which


lead to similar degradation products. Support for the major


role played by •OH came from the consideration of the effects


of the radiation quality on the formation efficiency of oxidized


nucleosides that was found to decrease with the increase in


LET. This may be rationalized in terms of decrease in the yield


of •OH due to higher recombination processes with LET


increase. In addition, the existence of efficient charge trans-


fer reactions that lead to the predominant formation of 4 fol-


lowing initial ionization of the pyrimidine and purine bases


upon exposure to high-intensity UVC laser pulses (vide infra)


is a second argument although indirect in favor of the pre-


dominant implication of •OH in the formation of base oxida-


tion products. The formation of 4, which is a ubiquitous


oxidatively generated base damage, may be rationalized by


initial addition of •OH at the C8 of the imidazole ring. Oxida-


tion of the radical 3 thus formed leads to the formation of 4,


whereas predominant competitive one-electron reduction


likely due to poorly oxygenated nucleus gives rise to 5 (Fig-


ure 1). Another example of •OH-mediated oxidation reactions


of the guanine is provided by the HPLC-MS/MS detection of


2,2-diamino-4-[(2-deoxy-�-D-erythro-pentofuranosyl)amino]-


5(2H)-oxazolone (14) in hepatic DNA of diabetic rats.47


3.4. Two-quantum photoionization. Ionization pro-


cesses of both the nucleobases and the 2-deoxyribose moi-


eties are expected to be associated with the direct effect of γ


TABLE 1. UVA-Induced Damagea to Cellular DNAb,c


classes of lesions control
γ rays


(yield/Gy)
UVA radiation
(yield/(kJ · m-2))


Fpg-sensitive sites 190 48 1.9
endo III-sensitive sites 195 53 0.3
strand breaks 265 130 0.9


a DNA modifications revealed as strand breaks using the comet assay. b THP-1
malignant cells. c Table adapted from refs 1b and 43.


FIGURE 6. Oxidation products of thymine and adenine in cellular
DNA.


TABLE 2. Radiation-Induced Base Damagea to Cellular DNAb,d


lesions (number per Gy and 109 bases) γ rays


12C6+


ionsc


8-oxo-7,8-dihydro-2′-deoxyguanosine (4) 20 10
2,6-diamino-4-hydroxy-5-formamidopyrimidine (5) 39 22
5-(hydroxymethyl)-2′-deoxyuridine (22) 29 12
5-formyl-2′-deoxyuridine (23) 22 11
5,6-dihydroxy-5,6-dihydrothymidine (24) 97 62
8-oxo-7,8-dihydro-2′-deoxyadenosine (25) 3 3
4,6-diamino-5-formamidopyrimidine (26) 5 1


a Determined by HPLC-MS/MS. b THP-1 malignant cells. c Linear energy
transfer ) 31.5 keV/µm. d Table adapted from refs 1b and 44a.
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rays. Two quantum photoionization provided by 266 nm


nanosecond laser pulses has been shown to be an efficient


way to oxidize purine and pyrimidine bases of free nucleo-


sides and isolated DNA.3b Depletion of the initially generated


triplet excited-state nucleobases leads by absorption of a sec-


ond UV photon to the generation of the related radical cat-


ions and subsequent chemical reactions. This approach has


been successfully applied to investigate in a specific way the


chemistry of purine and pyrimidine radical cations in cellular


DNA on the basis of the HPLC-MS/MS measurement of ded-


icated final oxidation products.44b Thus it was found that 4
was formed predominantly over one-electron oxidation prod-


ucts of thymidine including 22-24 (Table 3). The formation


of the pyrimidine degradation products may be rationalized in


terms of transient generation of thymine radical cation whose


chemical reactions in aerated aqueous solutions have been


assessed on the basis of model studies involving type I


photosensitizers.3b The formation of 4 is likely to result from


hydration of 2 (Figure 1), which may be produced through


direct one-electron oxidation of a guanine residue or subse-


quent to hole migration to a guanine base that acts as a sink


from a distant adenine or pyrimidine radical cation. This is


suggestive of occurrence of charge transfer reactions within


cellular DNA that have been shown to take place within dou-


ble-stranded oligonucleotides according to several mecha-


nisms including multistep hopping, phonon-assisted polaron-


like hopping, and coherent superexchange.48


4. Summary and Outlook


Evidence is provided in this short survey on the formation of


several modified bases in cellular DNA after exposure to phys-


ical and chemical oxidizing agents. This validates, at least


partly, in living cells the mechanisms of degradation of nucleo-


bases by 1O2, •OH, and one-electron oxidants that were pre-


viously inferred from model studies. This was achieved using


in most cases the accurate and specific HPLC-MS/MS analyt-


ical technique that has also involved application of optimized


conditions of DNA extraction protocols in order to minimize


the occurrence of spurious oxidation. Emphasis should now be


placed on the detection of other guanine lesions such as


DNA-protein cross-links.9,11
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C O N S P E C T U S


The biological significance of oligosaccharides and glycoconjugates is profound and wide-ranging. For example, the mucins
have attracted attention because of their role in fundamental cellular processes such as fertilization, parasitic infection,


inflammation, immune defense, cell growth, and cell-cell adhesion. Increased expression of mucins is implicated in malig-
nant transformation of cells. Antifreeze glycoproteins also are of interest because they are important for the survival of many
marine teleost fishes that live in polar and subpolar waters.


The synthesis of glycoconjugates requires methods for glycoside bond formation, the most difficult aspect of which is
the assembly of monosaccharide building blocks. This Account discusses a valuable addition to the repertoire of methods
for glycoconjugate synthesis: an approach that involves 2-nitroglycal concatenation.


For a long time, methods for glycosylation via glycosyl donor generation required either an anomeric oxygen exchange
reaction or anomeric oxygen retention. In the case of an anomeric oxygen exchange reaction, activation of the glycosyl donors
demands a promoter in at least equimolar amounts. However, anomeric oxygen retention, such as base-catalyzed forma-
tion of O-glycosyl trichloroacetimidates, can be activated by catalytic amounts of acid or Lewis acid.


Alternatively, glycals, which are readily available from sugars, can be an attractive starting material for glycoside bond
formation. Their nucleophilic character at C-2 permits reactions with oxygen, nitrogen, and sulfur electrophiles that under
high substrate stereocontrol generally lead to three-membered rings; ring opening under acid catalysis furnishes the cor-
responding glycosides, whichsdepending on the electrophile Xsare also employed for 2-deoxyglycoside synthesis.


Glycals also can be transformed into derivatives that have at C-2 an electron-withdrawing group and are amenable to
Michael-type addition. A good example are 2-nitroglycals. In this case, glycoside bond formation is achieved under base catal-
ysis and leads to 2-deoxy-2-nitroglycosides. These intermediates are readily converted into 2-amino-2-deoxyglycosides, which
are constituents of almost all glycoconjugates. This 2-nitroglycal concatenation has been extensively investigated with 2-ni-
trogalactal derivatives. When alcohols are used as nucleophiles and strong bases used as catalysts, the result is primarily
or exclusively the R-galacto-configured adducts. Some studies show that weaker bases may lead to preferential formation
of the �-galacto-configured products instead.


The reaction was very successfully extended to other nucleophiles and also to other 2-nitroglycals that undergo base-cata-
lyzed stereoselective Michael-type additions. Thus, 2-nitroglycals are versatile synthons in glycoconjugate and natural-products syn-
thesis, and it is foreseeable that many more applications will be based on these readily available and highly functionalized skeletons.
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1. Introduction


2-Aminosugars, particularly their O-glycosides, constitute an


integral part of various glycoconjugates.1,2 These amino sug-


ars usually exist in N-acylated form, and many R- and �-gly-


cosidically linked glycoconjugates carry these units. Among


these, the R-glycosidic linkage between 2-acetamido-2-deoxy-


D-galactopyranose and the side chain hydroxy group of


L-serine and L-threonine is a common motif in numerous gly-


coproteins. It is found in mucins, cell membrane glycoproteins,


blood group determinants, immunoglobulins, antifreeze gly-


coproteins, and glycoprotein hormones.3


Particularly, the mucins, a family of highly glycosylated gly-


coproteins that are found in mucus and on cell surfaces of epi-


thelial cells, have attracted much attention in recent years4,5


because they subsume numerous structures of fundamental


importance in biological processes such as fertilization, para-


sitic infection, inflammation, immune defense, cell growth, and


cell-cell adhesion. Malignantly transformed cells show


increased expression of mucins and, because of incomplete


glycosylation, are covered with shorter carbohydrate chains.


Thus, changes in glycosylation and accumulation of unusual


glycosidic structures have often been described in cancer


cells.6 The T-antigen [Gal�(1f3)GalNAc] (Gal� ) �-galactose;


GalNAc ) N-acetylgalactose) is one of these tumor-associated


carbohydrate antigens, which is present in a cryptic form in


normal tissue but exposed at the cell surface in carcinoma.6


Antifreeze proteins and glycoproteins collectively abbrevi-


ated as AF(G)Ps are important for the survival of many marine


teleost fishes since they reside in polar and subpolar waters


with temperatures being below the colligative freezing points


of their body fluids.7 It is believed that the AF(G)Ps function by


binding to the surface of embryonic ice crystals to inhibit their


growth. This binding results in the formal depression of the


freezing point without a substantial difference in the melting


point. The AF(G)Ps consist of repeating tripeptide units (Ala-


Thr-Ala)n with a disaccharide moiety [Gal�(1-3)GalNAcR(1-


O)] attached to each threonyl residue. Therefore, the synthesis


of the antifreeze glycoproteins and the understanding of the


role of the structural motif required for antifreeze activity are


areas of great importance.8–10


2-Amino-2-deoxy-O-glycosides are constituents also of sev-


eral nucleoside and aminoglycosidic antibiotics,11 including


streptomycin, kanamycin B, neomycins, paromomycins,


kasugamycin, pyranmycins, and lividomycins. As a result, sev-


eral methods have been introduced12–14 to secure a 2-amino


functionality or its equivalent on sugar units. Of these, the


introduction of an azido group, originally introduced by


Lemieux et al.,15,16 has found widespread application. Fur-


ther, because of the stability of C-glycosides toward enzymes,


acids, and bases, 2-amino-2-deoxy-C-glycosides have received


attention.17–19


The nitro group is an important functionality in organic syn-


thesis, especially since it can be readily reduced to an amino


or a hydroxylamino group.20 However, the chemistry of 2-ni-


trosugars en route to 2-amino-2-deoxy-O-(or C-)glycosides has


received scant attention until a few years ago. Recently a


number of useful carbohydrate molecules have been synthe-


sized using 2-nitroglycals as intermediates. Here we present


an overview of the developments that have taken place in this


area and highlight the scope of 2-nitroglycal chemistry.


2. Glycals as Nucleophiles and Electrophiles


Glycals, being enol ethers, possess nucleophilic character and


react with a variety of electrophiles of type X-L, releasing


nitrenes, oxene, etc.,10 or with typical electrophiles XZ that are


stabilized by a leaving group Z (Figure 1). The latter include


reagents such as iodine21 in the presence of silver salts and


a base, N-bromosuccinimide (NBS),22 N-iodosuccinimide


(NIS),23 PhSeCl,24 PhSOR,25 PhSCl,26,27 nitrene precursors,12,13


and epoxidizing agents.10 Reactions of glycals with these elec-


trophiles in the presence of a glycosyl acceptor R1OH leads to


the corresponding O-glycosides. On the other hand, via addi-


tion/elimination reactions of electrophilic reagents XY, gly-


cals can be readily transformed into the corresponding


electron-poor vinyl derivatives (X ) SO2R,28 NO2) (Figure 1),


which, in turn, are expected to react in Michael-type fashion


with glycosyl acceptors (R1OH) in the presence of a base lead-


ing to O-glycosides. The O-glycosides obtained from both


FIGURE 1. Reactions of glycals.
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these processes could show different anomeric selectivities


and hence studies of such reactions are important. 2-Sulfo-


nylglycals were found to react with nucleophiles29 but not as


well as 2-nitroglycals, which are highly reactive and lead to a


variety of significant compounds; the details will be described


below.


3. Synthesis and Early Work with
2-Nitroglycals
The first report on formation and reactions of 2-nitroglycals is


from Lemieux et al.30 who performed the synthesis of 2-ni-


troglycals 1-3 (Scheme 1) from the corresponding glycals


upon reaction with N2O4. However, reactions of these 2-nitro-


glycals with alcohols were found to enter a multistage reac-


tion sequence presumably because of the labile acetyl groups


and hence were not found useful. Addition of methanol was


subsequently reported by Sudoh et al.31,32 Thus, 2-nitroallal


4 gave a mixture of 5 (minor) and 6 (major), whereas 2-nitro-


glucal 7 gave a 1:1 mixture of 8 and 9 (Scheme 2).


4. Synthetic Utility of 2-Nitroglycals


Recently, reactions of 2-nitroglycals as glycosyl donors with


O-, N-, S-, C- and P-nucleophiles as glycosyl acceptors have


successfully been carried out. Typical examples are compiled


in Figure 2. Details are provided in the sections given in


parentheses.


4.1. O-Glycoside synthesis. In 1988, Holzapfel et al.33


reported an improved procedure for the preparation of 2-ni-


troglycals by reacting glycals with NO2BF4, followed by elim-


ination of HF from the resultant 1-fluoro-2-nitro sugars with


1,5-diazabicyclo[4.3.0]non-5-ene (DBN). Although the yields of


2-nitroglycals were good, this method required the use of an


excess of expensive NO2BF4.


Reactions of tri-O-acetyl-2-nitroglucal 1 with simple alco-


hols were found to give diastereomeric adducts of type 10


(Scheme 3). Reaction of tri-O-benzyl 2-nitroglycals 11 and 12


with lithium and particularly thallium salts of simple O-, S-, and


C-nucleophiles gave preferentially products 13 of formal cis-


�-addition. This difference in stereoselectivity is due to pref-


erential attack of the nucleophile from the stereoelectronically


favored �-side of the 2-nitroglucal, which prefers, supported by


the allylic effect, the 5H4 conformation. Subsequent protona-


tion of the nitronate from the �-side yields the product with


the nitro group in equatorial orientation.33


Further developments toward the synthesis and reactivity


of 2-nitroglycals were not explored until we found that these


compounds and particularly 2-nitrogalactals are excellent


Michael-type acceptors in terms of yield and R/� selectivity


that can be controlled by the base34 and by the protecting


groups (see below). Thus, 3,4,6-tri-O-benzyl-2-nitrogalactal 12


(Scheme 4), prepared by reacting 3,4,6-tri-O-benzylgalactal


with readily available acetyl nitrate, undergoes convenient


Michael-type addition of alcohols to furnish the correspond-


ing 2-deoxy-2-nitro-O-galactosides 14 in high yields. High


R-selectivity was observed with stronger bases like NaOMe


and t-BuOK, whereas weaker bases like NEt3 led mainly to the


formation of �-galactopyranosides (Table 1). Transition states


Ar and A� may play a decisive role in these stereoselectivi-


ties though the starting material prefers the 5H4 conforma-


tion. Reduction of the nitro group with Raney nickel followed


by acetylation to form an N-acetylamino group, as shown for


15, illustrates the power of this methodology.


This direct addition of glycosyl acceptors to 2-nitrogalac-


tals using t-BuOK as base is particularly useful for synthesiz-


ing 2-deoxy-2-nitro-O-glycosides with preferential R-selectivity.


Formation of O-glycosides from 2-nitroglycals was further


exploited in the synthesis of a derivative of D-lividosamine 20,


a 3-deoxy-sugar, which is a constituent of a few antibiotics


such as lividomycins and 3′-deoxykanamycin.35 Addition of


methanol to 2-nitroglucal derivative 17 gave a mixture of 18


SCHEME 1. Formation of 2-Nitroglycals with N2O4 as Nitrating
Agent


SCHEME 2. Early Results of Methanol Addition
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and 19 in a 2.5:1 ratio. Compound 18 was then converted via


20 into methyl N-acetyl-R-D-lividosamine 21 as shown in


Scheme 5.


Aryl O-glycosides are important constituents of a number


of useful natural products.36 However, acid-promoted glyco-


sylations using phenols are often low yielding due their low


nucleophilicity.1,13 2-Nitrogalactal 12 acts as an excellent sub-


strate for the addition of phenols under basic conditions per-


mitting high-yielding syntheses of aryl O-glycosides 22


(Scheme 6).37 These aryl O-glycosides can be readily trans-


formed via 23 to aryl 2-acetamido-2-deoxygalactopyranosides


24. This strategy has been utilized for the synthesis of O-ga-


lactopyranosyl tyrosine derivative 25 by using the N-Boc-pro-


tected tyrosine methyl ester as glycosyl acceptor.


Aminotrehaloses are promising candidates for designing


novel antibiotics and trehalase inhibitors,38 and a few meth-


ods for their synthesis have been reported in the literature.39


2-Nitrogalactals are excellent Michael-type acceptors for 1-O-


unprotected sugars in the presence of t-BuOK leading predom-


inantly to R-glycosidic bond formation in all the cases


studied.40 The selectivity at the anomeric carbon of the reduc-


ing end sugar was R or � depending on aldose and O-substit-


uents. An example for the formation of trehalose-type


derivative 28 is shown in Scheme 7.


4.2. Synthesis of O-Glycosyl Amino Acids and


Glycopeptides. Construction of the 1,2-cis-glycosidic bond of


2-acetamido-2-deoxy-D-galactopyranosides is difficult since it


necessitates a nonparticipating latent amino functionality at


the C-2 atom of the glycosyl donor.41 High R-selectivity was


observed in the reaction of 3,4,6-tri-O-benzyl-2-nitrogalac-


tals 12 with L-serine and L-threonine derivatives 29a,b and


FIGURE 2. Michael-type addition of O-, N-, S-, C-, and P-nucleophiles.


SCHEME 3. Nucleophile Addition under Various Conditions
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30a that gave practically exclusively 2-deoxy-2-nitro-R-D-ga-


lactopyranosides 31a,b and 32a (Scheme 8) in excellent


yields.42,43 Reduction of the nitro group with platinized Raney


nickel T4 followed by manipulation of the protecting groups


afforded N-Fmoc-O-(2-acetamido-3,4,6-tri-O-acetyl-2-deoxy-


R-D-galactopyranosyl)-L-serine and L-threonine 35a,b (TN anti-


gens), which are valuable building blocks for O-glycopeptide


synthesis.


4.3. Core Structures of the Mucin Type. All mucin core


structures contain at the reducing end an N-acetylaminoga-


lactose residue, which is R-glycosidically linked to L-serine and


L-threonine. Eight core structures (Figure 3) of mucin-type gly-


copeptides have been identified to date, and they bear addi-


tional glycosyl residues at either position 3 or position 6 or


both positions to form complex glycans. The above-described


progress in terms of achieving reactivity and selectivity in


O-glycoside bond formation with GalNAc is useful in the syn-


thesis of these mucin-type structures including the TN and STN


antigens.


For the synthesis of these core structures, different


approaches are available: (i) acid-catalyzed elongation of


appropriately protected TN antigen; (ii) acid-catalyzed glyco-


sylation of galactals at 3-O/6-O, then introduction of the nitro


group at C-2, and finally concatenation with the 2-nitrogalac-


tal residue; (iii) reiterative base-catalyzed elongation with 2-ni-


troglycals as glycosyl donors. Examples of successful


applications of these approaches are discussed below.


4.3.1. Acid-Catalyzed Elongation of the TN Antigen.
2-Nitroglycal-based chemistry has been utilized for the syn-


thesis of 6-O-branched structures (STN antigen and core 7) and


one molecule with 3-O-branched structure (core 1).43,44 For


the synthesis of the TN building block, the nitrogalactal 37 was


reacted with 29a,b to form compounds 38a,b in excellent


yields and high R-selectivity. Compound 38b was subse-


quently transformed via 6-O-deprotected 39b followed by sia-


lylation with phosphite donor 40 into STN antigen 41 in a few


steps (Scheme 9).


4.3.2. Galactal Glycosylation and then 2-Nitrogalactal
Concatenation: Synthesis of Core 1, 2, 6, and 8
Structures. The efficient direct glycosylation of the particu-


larly acid-sensitive galactal derivatives with O-glycosyl trichlo-


roacetimidates as glycosyl donors in the presence of Sn(OTf)2
as mild catalyst45 and the extension of the nitrogalactal con-


catenation46 permits a versatile approach to the synthesis of


the mucin core structures and derivatives. The design of this


approach is outlined in Figure 4. This approach involves (1)


regioselective glycosylation of galactal derivatives at 3-O or


6-O requiring minimal protecting group manipulations, (2)


nitro group introduction at C-2 of the galactal moiety, (3)


Michael-type addition of alcohols at the anomeric carbon


being R-selective with the nitro group at C-2 adopting the


equatorial position, thus with high stereocontrol generating


two stereogenic centers leading directly to the desired R-ga-


lacto-configured compounds, and (4) transformation of the


nitro group into an amino group providing the target com-


pounds. The application of this synthesis design is demon-


strated in successful core 1, core 2, core 6, core 7, and core


8 syntheses. The same approach was also successfully applied


to the synthesis of core 3 and core 5 structures.


Glycosylation of 3,4-O-unprotected galactal 43 with galac-


tosyl donor 42 in the presence of Sn(OTf)2 as catalyst afforded


�-linked disaccharide 44 in high yield (Scheme 10). O-Acetyl


SCHEME 4. Base-Catalyzed Addition of Alcohols to 2-Nitrogalactal
12


2-Nitroglycals as Powerful Glycosyl Donors Schmidt and Vankar


Vol. 41, No. 8 August 2008 1059-1073 ACCOUNTS OF CHEMICAL RESEARCH 1063







group removal and O-benzylation furnished 45 whose nitra-


tion gave 46. Reactions of 46 with serine and threonine deriv-


atives 29a,b in presence of t-BuOK gave 47a,b, which were


readily transformed to core structures 48a,b in only five steps.


For the synthesis of core 2 structure, disaccharide 45 was


6-O-desilylated with tetrabutylammonium fluoride (TBAF) in


tetrahydrofuran (THF); subsequent glycosylation with azido-


glucosyl donor 49 in acetonitrile as solvent in the presence of


Sn(OTf)2 led exclusively to the �-linked trisaccharide 50. Nitra-


tion (leading to 51) and serine addition under standard con-


ditions furnished target molecule 52a with R-linked serine as


the only product.


R-Selective galactosylation of galactal 43 with galactosyl


donor 531 under Sn(OTf)2 catalysis afforded mainly R-linked


disaccharide 54 (R/� ) 10:1) (Scheme 11).45 4a-O-Benzyla-


tion (leading to 55), then nitration (leading to 56), and addi-


tion of amino acid derivatives 29a,b furnished the desired


core 8 intermediates 57a,b, which were subsequently trans-


formed to 58a,b and, for instance, to core 8 derivative 59a.


Similarly, the core 6 building block was obtained.46


4.3.3. Reiterative 2-Nitroglycal Concatenation:


Synthesis of Core Structures 6 and 7. Following the syn-


thesis design in Figure 4, for amino sugars attached to the


reducing end GalNAc residue (core structures 2-7), Michael-


type addition to 2-nitroglycals can be employed for sugar liga-


tion as first step. Steps 2-4 would remain identical. Thus,


glycoside bond formation is based on reiterative 2-nitrogly-


cal concatenation. The success of this concept is demonstrated


for core structures 6 and 7. It has been also successfully


applied to the synthesis of core structures 5 and 3.43


Core 7 bears a second R-linked galactosamine moiety at


position 6 of the TN-antigen. This unit can be installed using


reiterative Michael addition (Scheme 12). The 6-position of


SCHEME 7. Reaction of 12 with Anomeric Hydroxy Groups


TABLE 1. Michael-Type Addition of HOR1 to 2-Nitrogalactal 12 (R ) Bn)


SCHEME 5. Snythesis of Lividosamine 20


SCHEME 6. Reaction of 12 with Phenol and Phenol Derivatives
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nitroglycoside 38a is unmasked as mentioned before and the


nitro group reduced to the amine and N-acetylated (leading to


60). Glycosyl acceptor 60 is glycosylated making repeated use


of nitrogalactal 12 affording stereoselectively the R-glycoside


61 in 70% yield. This glycosylation cycle is completed by


reduction of the nitro group and acetylation of the resulting


amine to afford 62. Exchange of all protecting groups on the


carbohydrate moiety for acetyl groups, removal of both Boc


and tert-butyl protection, and installation of the Fmoc protect-


ing group leads to 63.


The synthesis of core structure 6 via reiterative 2-nitroglycal


concatenation requires stereoselective Michael-type addition to


2-nitroglucal. Because previous experiments with this glycosyl


donor led mainly to modest results, particularly concerning the


anomeric selectivity,30–33 it was hypothesized that a bulky group


on the R-side would enforce via the 5H4 conformer an increase


FIGURE 3. Mucin core structures.


SCHEME 8. Synthesis of O-Glycosyl Amino Acids
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in �-selectivity. Therefore, 2-nitroglucal 65, obtained from glu-


cal 64, having 4-O-tert-butyldimethylsilyl protection was chosen


as glycosyl donor (Scheme 13). Base-catalyzed addition of 6-O-


unprotected galactal 66 afforded exclusively the desired �(1-6)-


linked disaccharide 67, which on nitration furnished Michael-


type acceptor 68. Reaction with 29a under standard conditions


led to clean R-addition, affording the desired core 6 intermedi-


ate 69a, which was transformed into 70.


4.3.4. Synthesis of a MUC 1 Mucin Type Glycopeptide
and Antifreeze Glycoprotein Fragments. The STN antigen


41 (Scheme 9), obtained by 2-nitroglycal assembly, was fur-


ther elaborated43,44 to MUC 1 mucin-type glycopeptide


74(Scheme 14). For the glycopeptide coupling, benzotriazole-


1-yl-oxy-tris-pyrrolidino-phosphonium hexafluorophosphate


(PyBop)/N-hydroxybenzotriazole (HOBT) activation was cho-


sen, and TentaGel 5 RAM Gly Fmoc, as the prefunctionalized


resin, was used for the subsequent solid phase synthesis.


Thus, protected glycopeptide 73 was assembled via interme-


diates 71 and 72 using standard procedures. The STN anti-


gen derivative 41 was used in 2-fold excess and was activated


in the same manner as the amino acids. After the peptide had


been assembled, it was cleaved from the solid phase and par-


tially deprotected using trifluoroacetic acid (TFA)/triisopropyl-


silane/H2O. The desired glycopeptide 73 was deprotected


under alkaline conditions to obtain the MUC 1 mucin-type gly-


copeptide 74.


The above-described syntheses of various core structures of


mucin-type O-glycosides demonstrate the wide applicability of


the chemistry of 2-nitroglycals. Since the antifreeze glycopro-


teins contain 2-amino sugars and carry an R-threonine unit at


the anomeric carbon, they are readily accessible by 2-nitro-


glycal concatenation. Basically, antifreeze glycoproteins are


derived from the core 1 structure extended by two alanyl res-


idues. This unit can be extended randomly or in a defined


manner, as shown here (Scheme 15). To this end, core 1 inter-


FIGURE 4. Synthesis design for 2-nitrogalactal concatenation.


SCHEME 9. Synthesis of TN and STN Building Blocks SCHEME 10. Core 1 and Core 2 Building Blocksa


a Reagents: (a) NaOMe, MeOH, BnBr, NaH, DMF; (b) HNO3, Ac2O, Et3N, CH2Cl2;
(c) KOtBu, Tol; (d) Zn, HCl, H2O, HOAc, THF, Ac2O, Pyr; (e) TBAF, THF; (f)
Sn(OTf)2, MeCN.
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mediate 48b is O-desilylated, O-debenzylated, and then


O-acetylated, thus affording core 1 intermediate 75 in almost


quantitative yield. Peptide chain extension based on Fmoc


strategy was adopted that gave the desired disaccharide-


linked FmocThrAlaAlatBu tripeptide, which is a suitably pro-


tected monomer unit for chain extension. Via the dimer, the


tetramer 76 was obtained, which is ready for further chain


extensions.


Hence, the concept of mild acid-catalyzed O-glycosylation


of galactals, enol ether nitration to generate a Michael accep-


tor, stereoselective addition of alcohols as nucleophiles, and


then nitro group reduction to the amino group can be suc-


cessfully employed to the synthesis of all mucin core struc-


tures. In addition, a wide variety of structurally related


compounds like antifreeze glycopeptides can be readily


obtained.


4.4. Some Studies toward the Synthesis of N-
Glycosides. The 2-nitroglycal chemistry has been extended47


to the synthesis of some nucleosides of 2-nitrogen-substituted


pyranoses 78 (Scheme 16). Literature methods to obtain such


compounds employ rather harsh conditions. In contrast, the


2-nitrogalactals permit high-yielding addition products 77 of


a variety of bases like purine, N-benzyl adenine, pyridone, imi-


dazole, benzimidazole, indazole, benzotriazole. These addi-


tion products were found to possess �-configuration at the


anomeric carbon as the reactions were performed in the pres-


ence of catalytic amounts of 1,8-diazabicyclo[5.4.0]undec-7-


ene (DBU).


4.5. Synthesis of Thioglycosides and Their Use As
Glycosyl Donors. 2-Nitro-thioglycosides were prepared by


addition of thiophenol to 2-nitrogalactal derivatives in the


presence of t-BuOK.48 They have been found48 to be good


glycosyl donors leading to the corresponding O-glycosides


with �-selectivity (Scheme 17). To this end, 2-nitro-thioglyco-


sides are activated by NIS/trimethylsilyl trifluoromethane-


sulfonate (TMSOTf) followed by reaction with glycosyl


acceptors. The �-selectivity can be generally improved by per-


forming the reactions in nitriles as solvent.49 During addition


of thiophenol to 12, the R/� ratio of thioglycosides 79r,� was


SCHEME 11. Core 8 Building Blocksa


a Reagents: (a) BnBr, NaH, DMF; (b) HNO3, Ac2O, Et3N, CH2Cl2; (c) KOtBu, Tol;
(d) Zn, HCl, H2O, HOAc, THF, Ac2O, Pyr; (e) HF-Pyr, THF, Pd/C, H2, MeOH, HOAc,
Ac2O, Pyr.


SCHEME 12. Core 7 Building Blocka


a Reagents: (a) TBAF, THF, HOAc, (b) Ra-Ni, T4 (Pt), H2, EtOH, Ac2O, Pyr; (c)
NaOMe, MeOH; (d) Pd/C, H2, HOAc, MeOH; (e) Ac2O, Pyr; (f) tBuOK, Tol.


SCHEME 13. Core 6 Building Blocka


a Reagents: (a) Ac2O, HNO3, Et3N, CH2Cl2; (b) KOtBu, Tol.
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found to be time dependent. Thus, the R-anomer is formed in


the beginning in substantial amounts, and with time the


�-anomer 79� became the exclusive product. In the subse-


SCHEME 15. Synthesis of Antifreeze Glycopeptide 76. SCHEME 16. Reactions with N-Nucleophiles


SCHEME 14. MUC 1 Mucin Type Glycopeptide
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quent glycosylations with alcohols in the presence of NIS/TM-


SOTf, formation of the �-products 80 and 82 was major. Nitro


group reduction led to amino sugar glycosides 81 and 83,


respectively.


4.6. Reactions with C-Nucleophiles. Synthesis of


R-linked C-glycosyl derivatives of 2-amino sugars is some-


what difficult by common C-glycosylation strategies17–19,50


due to incompatibility of neighboring nitrogen-based func-


tional groups (i.e., amides and carbamates). Therefore, not


many methods for their synthesis are reported in the


literature.51,52 Likewise, methods for the synthesis of �-linked


2-amino-C-glycosides are also limited.53–55 The 2-nitrogly-


cals are useful synthons in dealing with these problems since


the anions derived from dimethyl malonate, methyl sulfony-


lacetate, methyl acetoacetate, and methyl nitroacetate add


across 2-nitrogalactal derivative 12 to form the correspond-


ing �-C-glycosides 84-87 (Scheme 18), respectively, in good


yields.56 Not surprisingly, the 2-nitroglucal derivative 11 gave


a 1:2 mixture of R/� C-glycosides 88 and 89 when reacted


with dimethyl malonate in the presence of t-BuOK. The


adducts 84, 85, and 88 were subsequently converted into the


corresponding bicyclic compounds 93-95 via reduction with


Raney Ni (leading to 90-92) followed by treatment with NEt3.


4.7. Reactions with P-Nucleophiles. The outer surface of


the outer membrane of Escherichia coli and other Gram-neg-


ative bacteria is made up primarily of lipid A, anchoring


lipopolysaccharides. Lipid A is a �-(1′-6)-linked D-glucosamine


disaccharide with phosphate residues at C-1 and C-4′, and sev-


eral N- and O-bound long-chain acyl groups. Lipid X monosac-


charide isolated from E. coli mutants as derived from 96 is a


biosynthetic precursor of lipid A. The use of phosphonic acids


as analogues of natural phosphates represents a systematic


approach to metabolic regulation, enhancement, or inhibi-


tion studies57,58 because the C-P bond is not easily hydro-


lyzed by the enzymes involved in phosphate cleavage. Since


the function of the phosphate group is not fully understood,


it is presumed that phosphonate analogues of type 97 might


help to study these functions. Therefore, some syntheses are


reported58 on such types of nonisosteric glycosyl phosphate


analogues.


2-Nitroglycals permit59 addition of dimethyl hydrogen


phosphonate leading to the desired R and � isomers in high


yields. Formation of the � product was found to be time


dependent. Thus, the initial R/� ratio, being 1:1.2 within 5


min, increased to only � isomer after 2 h. The initially formed


R-isomer 98 gets equilibrated to the �-isomer 99 via the inter-


mediate 100 (Scheme 19). Reduction of the nitro group fol-


lowed by acetylation led to the target glycosyl phosphonates


101 and 102.


4.8. Annellated Compounds. Synthesis of some annel-


lated compounds by employing cycloaddition reactions and


Michael addition followed by cyclizations has been reported.


Thus, 2-nitroglucal derivative 11 (Scheme 20) undergoes60 (2


+ 3)-cycloaddition reactions under Pd(0) catalysis giving a


SCHEME 17. Reactions with Thiophenol and Use of the Products
As Glycosyl Donorsa


a Reagents and conditions: (a) NIS (2 equiv), TMSOTf (0.15 equiv), CH2Cl2, 0
°C; (b) NIS (2 equiv), TMSOTf (0.15 equiv), C2H5CN, -15 °C; (c) Zn, 1 N HCl,
HOAc.


SCHEME 18. Synthesis of C-Glycosides and Bicyclic Compounds
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mixture of inseparable isomers 103 and separable isomers


104 and 105 in 1.6:1 ratio.


Likewise, 2-nitrogalactal 12 undergoes61 (2 + 4) cycload-


dition with Danishefsky diene to give the bicyclic intermedi-


ates 106 and 107 (Scheme 21) whose treatment with NaOMe


furnished 108; following a few reactions, the benzannellated


derivative 109 was obtained.


Lactates have also been added62 to 2-nitroglycals in the


presence of t-BuOK forming the corresponding O-glycosyl lac-


tates in good R/� selectivity, particularly with D-lactates. Thus,


2-nitrogalactal 12 reacted with methyl D-lactate (Scheme 22)


to produce D-110r along with D-110� (R/� ) 9:2) in 59%


yield. However, with L-lactate the R/� ratio was found to be


1.2:1 of L-110r and L-110�. Separation of these isomers, fol-


lowed by their conversion to pyrano[2.3-b][1,4]-oxazines, is


demonstrated by employing standard reactions on D-110�.


The importance of 1-deoxynojirimycin and its analogues as


glycosidase inhibitors63 and reports on improved or modi-


fied properties of hybrid molecules are well-known.64 In this


connection, carbohydrate-based hybrid molecules have been


synthesized and found65 to act as glycosidase inhibitors. Thus,


2-nitrogalactal 12 upon reaction with vinyl magnesium bro-


mide followed by a sequence of reactions is converted into


two hybrid molecules of D-galactose: 1-deoxygulonojirimy-


cin 118 and 1-deoxymannonojirimycin 119 (Scheme 23). On


the other hand, allyl zinc bromide addition to 12 followed by


a similar strategy led to a hybrid of D-galactosamine and


1-deoxymannohomonojirimycin 121. These hybrids were


found to be selective inhibitors of different glycosidases.


Direct functionalization of the CC double bonds leads to the


formation of 2-amino C-glycosyl amino acids and also to the


formation of some hybrid molecules.66 This is shown for the


SCHEME 19. Reaction of 12 with H-Phosphonate as Nucleophile


SCHEME 20. (2 + 3)-Cycloaddition of 2-Nitroglucal 11


SCHEME 21. (2 + 4)-Cycloaddition of 12 with an Electron-Rich
Diene


SCHEME 22. Addition of R-Hydroxy Acids and Ring Closure after
Nitro Group Reduction
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stereoselective dihydroxylation of 115 to give 122 and sub-


sequent transformation into amino acid derivative 123 or into


bicyclic molecule 124 (Scheme 24).


5. Outlook


2-Nitroglycals are readily obtained via direct nitration of gly-


cals. Though they possess an electron-donating substituent at


the �-position of the nitroolefin moiety, they are excellent


Michael-type acceptors that readily react with various nucleo-


philes as shown for O-, N-, S-, P-, and C-nucleophiles. With


t-BuOK as base and toluene as solvent, the equilibrium is


shifted almost totally toward the addition product. Substrate-


based stereocontrol in 2-nitrogalactals leads to preferential or


even exclusive formation of one diastereomer (out of the four


possible diastereomers) having R-galacto configuration or,


alternatively, depending on the base, �-galacto configuration.


Thus, two new stereogenic centers are stereoselectively gen-


erated under substrate stereocontrol. With nucleophiles hav-


ing a configurationally labile stereocenter (aldoses,


R-substituted acetates, etc.) even up to three new stereogenic


centers can be created selectively in one step. Also for the


equally important 2-nitroglucal derivatives, good results in


terms of yield and stereoselectivity could be obtained. Partic-


ularly versatile proved to be the reaction with serine and


threonine derivatives as nucleophiles, which led to efficient


syntheses of the TN and STN antigens and the eight mucin


core structures. The value of these building blocks was dem-


onstrated in the synthesis of a MUC 1 glycopeptide fragment


containing the STN antigen and the synthesis of antifreeze gly-


coprotein fragments. The highly functionalized Michael-type


addition products can be also successfully employed in vari-


ous annellation reactions, and besides nitro group reduction,


conversions into other functional groups are available. Hence,


the versatility of 2-nitroglycals as synthons in glycoconjugate


as well as in natural products synthesis is evident, and many


more applications can be based on this readily available


highly functionalized skeleton.
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iododisaccharide. Synthesis 1978, 696–697.
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C O N S P E C T U S


The concept of transition state has played a crucial role in the field
of chemical kinetics and reaction dynamics. Resonances in the tran-


sition state region are important in many chemical reactions at reac-
tion energies near the thresholds. Detecting and characterizing isolated
reaction resonances, however, have been a major challenge in both
experiment and theory. In this Account, we review the most recent
developments in the study of reaction resonances in the benchmark F
+ H2 f HF + H reaction. Crossed molecular beam scattering experi-
ments on the F + H2 reaction have been carried out recently using the
high-resolution, highly sensitive H-atom Rydberg tagging technique with
HF rovibrational states almost fully resolved. Pronounced forward scat-
tering for the HF (ν′ ) 2) product has been observed at the collision
energy of 0.52 kcal/mol in the F + H2 (j ) 0) reaction. Quantum
dynamical calculations based on two new potential energy surfaces, the
Xu-Xie-Zhang (XXZ) surface and the Fu-Xu-Zhang (FXZ) surface, show that the observed forward scattering of HF (ν′
) 2) in the F + H2 reaction is caused by two Feshbach resonances (the ground resonance and first excited resonance). More
interestingly, the pronounced forward scattering of HF (ν′ ) 2) at 0.52 kcal/mol is enhanced considerably by the construc-
tive interference between the two resonances. In order to probe the resonance potential more accurately, the isotope sub-
stituted F + HD f HF + D reaction has been studied using the D-atom Rydberg tagging technique. A remarkable and fast
changing dynamical picture has been mapped out in the collision energy range of 0.3-1.2 kcal/mol for this reaction. Quan-
tum dynamical calculations based on the XXZ surface suggest that the ground resonance on this potential is too high in
comparison with the experimental results of the F + HD reaction. However, quantum scattering calculations on the FXZ sur-
face can reproduce nearly quantitatively the resonance picture of the F + HD reaction observed in the experiment. It is clear
that the dynamics of the F + HD reaction below the threshold was dominated by the ground resonance state. Further-
more, the forward scattering HF (ν′ ) 3) channel from the F + H2 (j ) 0) reaction was investigated and was attributed
mainly to a slow-down mechanism over the centrifugal exit barrier, with small contributions from a shape resonance mech-
anism in a narrow collision energy range. A striking effect of the reagent rotational excitation on resonance was also observed
in F + H2 (j ) 1), in comparison with F + H2 (j ) 0). From these concerted experimental and theoretical studies, a clear
physical picture of the reaction resonances in this benchmark reaction has emerged, providing a textbook example of dynam-
ical resonances in elementary chemical reactions.


1. Introduction


Chemical reactions occur when one reactant col-


lides with another and some rearrangements


among reactants take place along a path connect-


ing reactants to products. This path is called the


reaction coordinate for a chemical reaction, along


which the reactants will go through a reaction


intermediate region to reach the product side. This


intermediate region is defined as the transition


state for a chemical reaction, an important con-


cept introduced by Eyring1 and Polanyi2 in 1935.


Direct observation of the transition state has been


regarded as a “Holy Grail” of chemistry.3 In a typ-
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ical chemical reaction with an energetic barrier (Figure 1a), no


discrete quantum structure exists in the transition state region


along the reaction coordinate, and the reaction probability


simply increases as the reaction energy goes above the bar-


rier (Figure 1b).4 In certain cases, however, quantized states


can be transiently trapped in the transition state region along


the reaction coordinate (Figure 1c).4 These transiently trapped


quantum states are often called dynamical resonances, or


reaction resonances, which enhance the reaction probability


dramatically through resonance-mediated tunneling (Figure


1d). The lifetimes of these transiently trapped states are typ-


ically on the order of a few hundred femtoseconds (Figure 1d).


Since reaction resonances are extremely sensitive to the


potential energy surface governing a chemical reaction, they


provide possible direct and delicate probes to the critical


region of the potential energy surface. As a result, the reac-


tion resonance has been a central topic in the study of chem-


ical reaction dynamics in the last few decades.5–11 However,


because of the averaging effect due to orientations, impact


parameters, and collision energies in chemical reactions, prob-


ing the structure and dynamics of such resonances experi-


mentally has been a great challenge in modern reaction


dynamics.


Significant efforts have been devoted to investigating the


structures and dynamics of reaction resonances in elemen-


tary chemical reactions during the last few decades. Experi-


mentally, the negative ion photodetachment technique12 and


the crossed-molecular-beams reactive scattering method6


have been the two primary tools to detect reaction resonances


in elementary chemical reactions. Theoretical predictions of


the reaction resonances in the H + H2
13–16 and F + H2


reaction17–19 were made in the early 1970s, when quantum


dynamical calculations on model potential energy surfaces


became possible. The search and characterization of reaction


resonances in these two reactions represent a significant part


of the efforts to understand the dynamics of reaction reso-


nances in chemical reactions. It was only recently that the


physical pictures of the reaction resonances in these two


benchmark systems became gradually clear due to concerted


theoretical and experimental efforts at the quantum state-to-


state level. Recent studies have revealed the interesting


dynamics of the quantized bottleneck states in the H + H2


reaction.20–22 However, no reaction resonance, that is, tran-


siently trapped resonance state along the reaction coordinate,


has been identified in this system thus far. In contrast, the F


+ H2 reaction has proven to be a truly benchmark system for


dynamical resonances.


Since the first theoretical prediction of reaction resonances


in the F + H2 reaction in the early 1970s by Schatz et al.17,18


and Wu et al.,19 the search for evidence of such resonances


in this reaction has attracted much attention from many top


research groups in this field. In 1984, Neumark et al. per-


formed a landmark crossed-beams experiment on the F + H2


reaction using a universal crossed molecular beams


apparatus.23,24 A clear forward scattering peak was observed


for the HF (ν′ ) 3) product, which was attributed to reaction


resonances in this reaction. Furthermore, forward scattering for


the DF (ν′ ) 4) product from F + D2 as well as the HF (ν′ ) 3)


product from F + HD were observed, 25 consistent with the F


+ H2 experiment.23 However, the full quantum mechanical


(QM) scattering calculations of the F + H2 reaction26 on the


Stark-Werner PES (SW-PES)27 did not support this resonance


conjecture. Quasi-classical trajectory (QCT) calculations on the


same surface by Aoiz et al. also exhibit forward scattering of


HF (ν′ ) 3) in the same reaction.28 The SW-PES is reasonably


accurate in describing the transition state region for the F +
H2 reaction as revealed in the negative ion photodetachment


study of the FH2
- system.12 Observation of forward scattered


HF (ν′ ) 3) product from QCT calculations based on classical


mechanics on the SW-PES implies that the HF (ν′ ) 3) forward


scattering observed in the experiment might be due to mech-


anisms other than resonances, because resonance is a quan-


tum phenomenon, which cannot be described properly by


classical mechanics.


FIGURE 1. One-dimensional views of two model reactions, a
reaction with a simple barrier and a typical reaction with a
dynamical resonance: (a) the potential energy curve along the
reaction coordinate for a model reaction with a simple barrier; (b)
the calculated reaction probability and time delay for the model
reaction in panel a; (c) the potential energy curve along the
reaction coordinate for a model reaction with a dynamical
resonance; (d) the calculated reaction probability and time delay for
the model reaction in panel c. The two reaction models were
adapted from ref 4.
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In a more recent crossed beam experiment, Skodje et al.


unambiguously observed a step in the total excitation func-


tion at about 0.5 kcal/mol collision energy in the F + HD f


HF + D reaction.29 Theoretical analysis based on the SW-PES


attributed this step to a single reaction resonance in the F +
HD reaction. Differential cross sections for this reaction mea-


sured at various collision energies also revealed a resonance


signature in the reaction.30 However, no step in the excita-


tion function similar to that for the F + HD reaction was


observed for the F + H2 reaction,31 suggesting the dynamics


for these two systems are considerably different. Theoretical


study on the SW-PES also found that resonance in the F + HD


reaction has a profound effect on the reactive cross section


and thus the reaction rate constant at collision energies below


and above the reaction barrier.32


In the past few years, we have studied extensively the F +
H2(HD) reaction in an effort to understand the dynamics of


reaction resonances in this important system, using the high-


resolution crossed molecular beams (CMB) technique in com-


bination with full quantum scattering calculation based on


accurate potential energy surfaces. The advances made in


these studies have provided a clear physical picture of reac-


tion resonances in this benchmark system that has eluded us


for decades.


2. Feshbach Resonances in F + H2


(j ) 0)
Crossed molecular beam scattering studies of the F + H2 reac-


tion were performed using the high-resolution and highly


sensitive H-atom Rydberg tagging time-of-flight (TOF)


method.33,34 The technique was developed in the early


1990s35 and has been applied to the study of many impor-


tant elementary chemical reactions.20,21,36,37 A special dou-


ble stage discharged beam source of F atoms,38 mostly in the
2P3/2 state, was used with a H2 beam source that was cooled


to liquid nitrogen temperature. This puts nearly all para-H2


molecules in the beam in the j ) 0 state and allows us to


measure the H atom product TOF spectra at extremely high


resolution that resolves nearly all rovibrational states of the HF


product.


TOF spectra of the H atom products from the F + H2 reac-


tion were measured at different scattering angles at the colli-


sion energy of 0.52 kcal/mol. These spectra were then


converted to product kinetic energy (KE) distributions. By sim-


ulating the experimental kinetic energy distributions, we deter-


mined fully rovibrational state resolved differential cross


sections (DCS) (Figure 2a). One of the most intriguing obser-


vations in this study is the pronounced forward scattering peak


for the HF (ν′ ) 2) product.33 Forward scattered product is an


important indication of reaction resonances, even though it is


not necessarily caused by resonances.20 Furthermore, care-


ful measurements were carried out to obtain the collision


energy dependent DCS for HF (ν′ ) 2) in the forward scatter-


ing direction. The experimental data in the collision energy


range of 0.2-0.9 kcal/mol show a clear peak for the forward


scattering HF (ν′ ) 2) product at the collision energy of about


0.52 kcal/mol.


To understand these experimental observations, two new


potential energy surfaces were constructed recently. The


Xu-Xie-Zhang potential energy surface (XXZ-PES) was con-


structed for the F (P3/2) + H2 reaction, using the internally con-


tracted multireference configuration interaction method39,40


with the Davidson correction (icMRCI+Q)41 with the aug-


mented correlation-consistent valence 5-zeta (aug-cc-pv5z)


basis set of Dunning.42 More recently, to interpret the F + HD


experimental result, which will be discussed later in this


Account, the Fu-Xu-Zhang potential energy surface (FXZ-


PES) for this system was also constructed43 based upon the


FIGURE 2. The experimental and theoretical three-dimensional
(3D) contour plots for the HF product for the F(2P3/2) + H2 (j ) 0)
reaction at the collision energy of 0.52 kcal/mol: (a) experimental
results; (b) theoretical results on the XXZ-PES; (c) theoretical results
on the FXZ-PES. The different circles represent different HF product
rovibrational states. The forward scattering direction for HF is
defined along the F atom beam direction.
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spin unrestricted, coupled cluster method, including single and


double excitations with perturbative accounts of triple excita-


tions, using the same basis set as the XXZ-PES. Spin-orbit


effect is included in both surfaces.43


Fully converged quantum scattering calculations were car-


ried out on these two new surfaces for the F (P3/2) + H2


(j ) 0) reaction at collision energies up to 1.5 kcal/mol using


the ABC code.44 The calculated DCSs at 0.52 kcal/mol from


the two potential surfaces were shown in Figure 2b,c, in direct


comparison with the experimental result. The agreement


between the experimental data and the theoretical results


from both potential energy surfaces are quite remarkable. The


collision energy dependence for the forward scattering HF


(ν′ ) 2) product was also calculated for both surfaces and the


results agree fairly well with the experimental data. This dem-


onstrates that the theoretical pictures of this reaction described


by both the XXZ-PES and the FXZ-PES are quite reasonable.


Further analysis based on the two potential surfaces shows


that the pronounced forward scattering of HF (ν′ ) 2) at the


collision energy of 0.52 kcal/mol is caused by two Feshbach


resonances, which constructively interfere with each other at


this energy. The ground resonance on both surfaces can be


assigned to the (003) state trapped in the HF (ν′ ) 3)-H′
vibrational adiabatic potential (VAP) well with zero quantum


vibration on both the reaction coordinate and the bending


motion and three quanta vibration on the HF stretching. The


excited reaction resonance can be assigned to the (103) state


with an additional quantum vibration along the reaction coor-


dinate compared with the (003) state.


Figure 3 shows the resonance-mediated reaction mecha-


nism in a one-dimension (1D) vibrational adabatic picture on


the FXZ-PES. The resonance states in this case clearly lie in the


postbarrier regime. The HF (ν′ ) 3)-H′ VAP on the FXZ-PES is


quite peculiar with a deep vibrationally adiabatic well close to


the reaction barrier and a van der Waals (vdW) part of the


potential, which is quite different from that on the SW-PES27


and more similar to that on the SWMHS-PES.45 The one


dimension wave function for the ground resonance state in


Figure 3 shows that this state is mainly trapped in the inner


deeper well of the HF (ν′ ) 3)-H′ VAP with a little bit of vdW


character, while the excited state is mainly a vdW resonance.


Since the resonance states are trapped in the HF (ν′ ) 3)-H′
adiabatic potential and may decay to the HF (ν′ ) 1,2) chan-


nels via couplings between the HF (ν′ ) 3)-H′ adiabatic


potential and the HF (ν′ ) 1,2)-H′ adiabatic potentials, it is


obvious that the HF (ν′ ) 1,2) product channels proceed via


a typical Feshbach resonance mechanism.


It is interesting to note that the two potential energy sur-


faces actually have some noticeable differences in the reso-


nance region although the dynamics described by both


potential surfaces are in rather good agreement with the


experimental observations for the F + H2 reaction. Figure 4


compares the 1D HF (ν′ ) 3)-H′ VAPs for the two potential


surfaces for the F + H2 reaction. The shapes of the two VAPs


are quite different. The 1D VAP for the XXZ-PES exhibits two


wells: a deeper inner well and a shallow van der Waals well


with a bump near 4.8 bohr. This bump on the 1D VAP from


the XXZ-PES, however, disappears on the FXZ-PES. More


importantly, the inner resonance well on the FXZ-PES is obvi-


ously deeper than that on the XXZ-PES. As a result, the ground


resonance (003) on the FXZ-PES is shifted to lower energy by


FIGURE 3. Schematic diagram for the resonance-mediated reaction
mechanism for the F + H2 reaction with two resonance states
trapped in the peculiar HF (ν′ ) 3)-H′ VAP well. The one-
dimensional wave functions of the two resonance states are also
shown. The (003) state is the ground resonance state, while the
(103) resonance is the first excited resonance state. This diagram
was made based on the FXZ-PES.


FIGURE 4. The one-dimensional adiabatic resonance potentials of
HF (ν′ ) 3)-H for the F + H2 reaction traced out from the XXZ-PES
and the FXZ-PES.
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about 0.12 kcal/mol from that on the XXZ-PES, while the


(103) resonance state on the FXZ-PES merely shifts down by


0.01 kcal/mol. This is because the (103) resonance state is


mainly determined by the long-range vdW potential, which is


very similar for the two surfaces. The dynamics of the F + H2


reaction at 0.52 kcal/mol is largely determined by the excited


resonance state and quite insensitive to the position of the


ground resonance. As a result of this picture, both potential


energy surfaces can describe rather well the observed dynam-


ics for the F + H2 reaction even though the energies of the


ground resonance states on the two surfaces are somewhat


different. Based on the F + H2 dynamical observations at 0.52


kcal/mol, it is obviously hard to judge which potential sur-


face is more accurate in describing the resonance picture in


the F + H2 reaction.


3. Feshbach Resonances in the F + HD
Reaction: Isotope Effect on Reaction
Resonances
Hoping to probe the resonance picture of this benchmark reac-


tion more accurately, we carried out a full quantum state


resolved scattering study on the isotope substituted reaction,


F + HD (j ) 0)fHF + D, using the D-atom Rydberg tagging


TOF method.43 TOF spectra of the D-atom product from the F


+ HD reaction were measured at different scattering angles in


the collision energy range from 0.3 to 1.2 kcal/mol, and full


rovibrational state resolved differential cross sections (DCS)


were determined as for the F + H2 reaction. Figure 5 shows


four experimental DCS contour plots in three dimensions for


the F + HD reaction at four collision energies: 0.43, 0.48,


0.52, and 0.71 kcal/mol.


The most striking observation in the experimental DCS is


the drastic changes of the three-dimensional DCS at the col-


lision energy around 0.5 kcal/mol. Within an energy range of


0.28 kcal/mol, or 98 cm-1, the DCS goes through a series of


remarkable changes. One may note that there exist some sub-


stantial differences between the 3D DCS contour plots from


this work and that reported in ref 30 at the collision energy


near 0.5 kcal/mol. The experimental conditions, especially the


HD beams, are quite different in the two experiments and


would likely cause some differences in the DCS. It is not


known, however, whether differences in the experimental con-


ditions can explain all the dynamical differences observed in


the two experiments. In ref 43, the scattering signal at the


backward scattering direction for HF (ν′ ) 2) was also mea-


sured in the collision energy range between 0.2 and 1.2 kcal/


mol. Figure 6 shows the summed signal of HF (ν′ ) 2, j′ )
0-3) as a function of collision energy, with a peak around


0.39 kcal/mol. The peak is obviously related to the resonance


in the reaction. In addition, a peculiar trimodal rotational dis-


tribution of the HF (ν′ ) 2) product from the F + HD reaction


has been observed.


Quantum dynamical calculations on both the XXZ-PES and


the FXZ-PES for the F + HDf HF + D reaction have also been


performed in order to explain the experimental results. The


predicted peak for the backward scattered HF (ν′ ) 2, j′ ) 0


to 3) product obtained on the XXZ-PES falls at a incorrect col-


lision energy as shown in Figure 6, suggesting that the reso-


nance state on the XXZ-PES is also too high for the F + HD


reaction. Because of this problem, the calculated DCSs on the


XXZ-PES do not agree with the experimental results when


they are compared at the same collision energy. In contrast,


the predicted peak on the FXZ-PES is clearly in better agree-


ment with the experimental data than the XXZ-PES as shown


FIGURE 5. The experimental three-dimensional (3D) contour plots
for the HF product from the F (2P3/2) + HD (j ) 0) reaction at the
collision energies of (a) 0.43, (b) 0.48, (c) 0.52, and (d) 0.71 kcal/
mol.


FIGURE 6. Collision energy dependent DCS for the backward
scattering HF (ν′ ) 2) products summed over at j′ ) 0-3. A
resonance-like peak is clearly present at the collision energy of
about 0.39 kcal/mol. The solid circles are the experimental data,
and the solid lines are the calculated theoretical results based on
the XXZ surface and the FXZ surface.
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in Figure 6. More remarkably, the theoretical results obtained


on the FXZ-PES can reproduce very well the dramatic varia-


tions in experimental DCS shown in Figure 5, as well as the


observed intriguing trimodal structures in the HF (ν′ ) 2) rota-


tional distribution.43


Theoretical analysis reveals that the fascinating experimen-


tal observations at low collision energy for the F + HD reac-


tion are due exclusively to the ground resonance state trapped


in the HF (ν′ ) 3)-D adiabatic well. The well depth on the


FXZ-PES is deeper by about 0.3 kcal/mol than that on the


XXZ-PES; consequently the ground resonance on the FXZ-PES


is lower in energy by 0.16 kcal/mol for the F + HD reaction


as shown Figure 7, resulting in a better agreement between


experiment and theory. The good agreement between the


experimental results and dynamical calculations on the FXZ-


PES for both the F + H2 and F + HD reactions strongly sug-


gests that the FXZ-PES is more accurate in describing the


dynamical resonances in the reactions. It is also interesting to


note that isotope substitution appears to be an extremely sen-


sitive probe of the resonance potential in the reactions as it is


often used to probe the molecular potentials in spectroscopic


studies.


It appears that the FXZ-PES (CCSD(T)) in this case is clearly


better to describe the resonances in the F + H2 reaction than


the XXZ-PES (MRCI). MRCI is generally better than CCSD(T) in


electronic energy calculations when there are excited elec-


tronic states nearby. However, the resonance region in the F


+ H2 reaction is located in the postbarrier zone where the


electronic excited states are far above the ground electronic


state. Therefore, it is reasonable to argue that the single-ref-


erence CCSD(T) method be more accurate than the MRCI


method for calculating the part of potential important to the


resonance states in the reactions. The results presented above


clearly support such argument.


4. The HF (ν′ ) 3) Forward Scattering


In order to determine the exact threshold of the HF (ν′ ) 3)


channel, the excitation function of the HF (ν′ ) 3) channel was


determined between 0.40 and 1.2 kcal/mol as shown in Fig-


ure 8.46 The HF (ν′ ) 3) signal appears right at the threshold


of this reaction channel around 0.52 kcal/mol, suggesting that


the HF (ν′ ) 3) channel has little or no exit barrier.


DCSs in the center-of-mass frame (CM) have also been


measured from 0.4 to 1.2 kcal/mol for the HF (ν′ ) 3) chan-


nel with pronounced forward scattering product observed. This


is consistent with the experimental observation at higher col-


lision energies by Neumark et al.23 In order to trace the


dynamical origin of the HF (ν′ ) 3) forward scattering, quan-


tum dynamics calculations for the HF (ν′ ) 3) channel were


also performed on the accurate FXZ-PES. The calculated exci-


tation function for the HF (ν′ ) 3) channel in the F + H2 reac-


tion is in good agreement with the experimental results as


shown in Figure 8. The calculated DCS at collision energy of


0.94 kcal/mol for the HF (ν′ ) 3) channel also agrees with the


experimental result,46 providing a solid foundation for theo-


retical interpretation of the interesting dynamics of the for-


ward scattering peak for the HF (ν′ ) 3) product.


As pointed out above, there are two resonance states trapped


in the HF (ν′ ) 3)-H′ VAP for the total angular momentum J )
0 (see Figure 3) for the F + H2 (j ) 0) reaction. The formation of


the HF (ν′ ) 1, 2) products at low collision energy occurs via the


Feshbach resonance mechanism, as has been pointed out above.


For the HF (ν′ ) 3) channel, the resonance states cannot play any


role since the energy of this channel is simply above the two res-


onance states for small J numbers. For J larger than 6, the ground


FIGURE 7. The one-dimensional adiabatic resonance potentials of
HF (ν′ ) 3)-D for the F + HD reaction traced out from the XXZ-PES
and the FXZ-PES. FIGURE 8. The total excitation function for the HF (ν′ ) 3) channel


from the F (2P3/2) + H2 (j ) 0) reaction. The squares are the
experimental data, and the error bars are the measurement errors.
The solid line is the theoretical excitation function using the full
quantum dynamics calculations based on the FXZ-PES.
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resonance state trapped in the well of the HF (ν′ ) 3)-H VAP


actually forms the HF (ν′ ) 3) product via tunneling through the


centrifugal barrier in the exit region. This is a clear case of shape


resonance.47 For J larger than 10, no resonance can be sup-


ported any longer on the effective potential with the centrifugal


term. However, time delay in the formation of HF (ν′ ) 3) can still


happen due to slow-down over the exit barrier,46 similar to the


time-delay mechanism in the H + HD reaction.20 This type of


time-delay mechanism in the reaction intermediate can also


cause forward scattering as the shape resonance mechanism for


the HF (ν′ ) 3) channel. Based on these analyses, the forward


scattering of HF (ν′ ) 3) observed at higher collision energies by


Lee et al. 23–25 is likely caused by the slow-down mechanism


over the centrifugal barrier in the exit channel, not by the tran-


siently trapped reaction resonances.


5. Effect of H2 Rotational Excitation on
Resonances in F + H2


Ren et al. have also investigated the effect of a single quan-


tum rotational excitation of H2 on the dynamics of the F + H2


reaction in the low collision energy region.48 The experimen-


tal technique used in this work is similar to the above exper-


iments. In this work, two different H2 samples were used in the


experiment: a normal H2 sample and a pure para-H2


sample.49,50 Since the H2 beam is produced by expanding the


H2 sample via a cooled nozzle at the liquid nitrogen temper-


ature, the H2 molecules in the beam are only populating the


lowest rotational states: j ) 0 (100%) for p-H2, j ) 0 (25%)


and j ) 1 (75%) for n-H2. By measuring the relative H atom


TOF signals for the F atom reactions with p-H2 and n-H2, the


relative TOF signals can be determined for both the F + H2


(j ) 0) and F + H2 (j ) 1) reactions.


Figure 9 shows the experimental three-dimensional (3D)


contour plots for the HF product from the F + H2 (j ) 1) reac-


tion at the collision energies of 0.56 and 0.19 kcal/mol. At the


collision energy of 0.56 kcal/mol, the F + H2 (j ) 1) reaction


shows no forward scattering signal for ν′ ) 2 HF product, in


contrast to the F + H2 (j ) 0) reaction at the same energy.


However, a large HF (ν′ ) 2) forward scattering peak was


observed for the F + H2 (j ) 1) reaction at 0.19 kcal/mol. In


order to see how the forward scattering signal changes with


the collision energy in the F + H2 (j ) 1) reaction, collision


energy dependent forward scattering signal of the HF (ν′ ) 2)


product has also been measured, a peak around 0.16-0.18


kcal/mol was observed in the excitation function.46 This result


is somewhat similar to that of F + H2 (j ) 0),33 except the


peak was shifted to lower energy by about 0.35 kcal/mol,


which is roughly equal to the rotational energy of the H2 j )
1 level.


Full quantum scattering calculations48 suggest that the F +
H2 (j ) 1) reaction at 0.56 kcal/mol proceeds predominantly


via the continuum tunneling reaction mechanism, without any


contribution from the two reaction resonances. Therefore, very


little product of HF (ν′ ) 2) was seen at the forward direction


for this reaction at this collision energy. For the F + H2 (j ) 1)


reaction at 0.19 kcal/mol, theoretical calculations also show


strong forward scattering for the HF (ν′ ) 2) product, which is


also attributed to the two reaction resonances in F + H2. The-


oretical calculations also exhibit a peak around 0.17 kcal/mol


in the collision energy dependent forward scattering signal of


the HF (ν′ ) 2) product from the F + H2 (j ) 1) reaction, in


agreement with the experimental data. These results indicate


that the resonance energy for the F + H2 (j ) 1) reaction


shifted to 0.17 kcal/mol from 0.52 kcal/mol for the F + H2


(j ) 0) reaction due to the additional reagent (H2) rotational


energy of 0.34 kcal/mol in the reaction.


6. Concluding Remarks


The F + H2 and F + HD reactions have been studied using the


high-resolution H-atom Rydberg tagging TOF technique in a


crossed molecular beam setup under a single collision condi-


tion, in combination with full quantum dynamics calculations


based on highly accurate potential energy surfaces. An explicit


picture of reaction resonances has emerged for the F + H2


reaction, in which two Feshbach resonances are important in


this reaction at the low collision energies. More interestingly,


the two Feshbach resonances interfere with each other.


Through the studies of the isotope substituted F + HD f HF


+ D reaction, the resonance potential was probed with nearly


spectroscopic accuracy. It appears that the FXZ potential


energy surface obtained recently based on the CCSD(T)


FIGURE 9. The experimental three-dimensional (3D) contour plots
for the HF product from the F (2P3/2) + H2 (j ) 1) reaction at the
collision energies of (a) 0.56 and (b) 0.19 kcal/mol.
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method provides the most accurate account of the dynami-


cal resonances in both the F + H2 (j ) 0) and F + HD (j ) 0)


reactions. The forward scattering HF (ν′ ) 3) phenomenon was


observed and attributed largely to a slow-down mechanism


over the exit barrier in the F + H2 reaction. The shape reso-


nance mechanism only plays a minor role in a narrow range


of collision energy. The effect of the H2 reagent rotational


excitation on the reaction resonances in the F + H2 reactions


has also been investigated. Both experimental and theoreti-


cal results show that reagent rotational excitation has a pro-


found effect on the dynamics of the resonance-mediated


reaction. Through the detailed investigations, an accurate


physical picture of reaction resonances in this benchmark reac-


tion has been established, providing an excellent case of


dynamical resonances in elementary chemical reactions.
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C O N S P E C T U S


The identity and oxidation state of the metal in a coordination compound are typically thought to be the most impor-
tant determinants of its reactivity. However, the coordination number (the number of bonds to the metal) can be equally


influential. This Account describes iron complexes with a coordination number of only three, which differ greatly from iron
complexes with octahedral (six-coordinate) geometries with respect to their magnetism, electronic structure, preference for
ligands, and reactivity. Three-coordinate complexes with a trigonal-planar geometry are accessible using bulky, anionic, biden-
tate ligands (�-diketiminates) that steer a monodentate ligand into the plane of their two nitrogen donors. This strategy
has led to a variety of three-coordinate iron complexes in which iron is in the +1, +2, and +3 oxidation states.


Systematic studies on the electronic structures of these complexes have been useful in interpreting their properties. The
iron ions are generally high spin, with singly occupied orbitals available for π interactions with ligands. Trends in σ-bond-
ing show that iron(II) complexes favor electronegative ligands (O, N donors) over electropositive ligands (hydride). The com-
bination of electrostatic σ-bonding and the availability of π-interactions stabilizes iron(II) fluoride and oxo complexes. The
same factors destabilize iron(II) hydride complexes, which are reactive enough to add the hydrogen atom to unsaturated
organic molecules and to take part in radical reactions. Iron(I) complexes use strong π-backbonding to transfer charge from
iron into coordinated alkynes and N2, whereas iron(III) accepts charge from a π-donating imido ligand. Though the imi-
doiron(III) complex is stabilized by π-bonding in the trigonal-planar geometry, addition of pyridine as a fourth donor weak-
ens the π-bonding, which enables abstraction of H atoms from hydrocarbons. The unusual bonding and reactivity patterns
of three-coordinate iron compounds may lead to new catalysts for oxidation and reduction reactions and may be used by
nature in transient intermediates of nitrogenase enzymes.


Introduction
In a number of reactive metalloproteins, metal


ions are in environments that are unusual in


smaller coordination compounds. Chart 1 shows


protein-bound metal atoms that have unusually


low coordination numbers (the “coordination num-


ber” indicates the number of atoms directly bound


to the metal atom, and “low-coordinate” here
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means a coordination number of 4 or less). Synthetic chem-


ists use observations like this to launch “biomimetic” or “bio-


inspired” coordination chemistry, where they build new


molecules to discover (a) how to capture the enzyme’s reac-


tivity characteristics in a synthetic molecule, (b) new strate-


gies for making catalysts, and (c) detailed mechanisms that


provide biochemists with precedents for enzymatic mecha-


nisms. In the case of low-coordinate metals in metalloproteins,


the metal is found in a pocket consisting primarily of nonco-


ordinating amino acid residues and only a few potential


donors.


The creation of an isolated pocket finds parallels in the


early synthetic chemistry of low-coordinate transition metal


complexes. Pioneers such as Bradley used bulky amide groups


to generate some of the first isolable examples of three-coor-


dinate transition metal complexes.1 Later innovators include


Power and Wolczanski, who in the 1980s used other ligands


of prodigious size to access three-coordinate transition-metal


complexes.2 Interestingly, the synthetic strategy is reminis-


cent of the low-coordinate enzymes: the donors are attached


to bulky, noncoordinating organic fragments that envelop the


metal. In both synthetic complexes and metalloproteins, the


ligand is viewed as a “scaffold” or “rack” that forces the metal


to assume a high-energy, reactive geometry.


The high energy of low-coordinate complexes was


exploited by Wolczanski and Cummins, who demonstrated the


ability to break strong CtO, CsH, and NtN bonds (Scheme


1).3–5 These reactions are each driven by the formation of


strong metal-ligand bonds between the transition metal and


a fragment of the substrate. In each case, the bond cleavage


reaction was not catalytic, because the metal-ligand bonds


formed are so strong that the low-coordinate starting mate-


rial cannot be reformed in situ to complete the cycle. Thus, in


addition to demonstrating amazing stoichiometric reactions,


these researchers identified a pitfall in the design of reactive


complexes: if the reactions lead to very stable bonds, it


impedes catalytic turnover.


It might be possible to overcome these problems by tar-


geting low-coordinate complexes that form weaker


metal-ligand bonds, particularly with the biologically rele-


vant 3d transition metals Mn, Fe, Co, Ni, and Cu. A number of


chemists have contributed to this vibrant area of research, but


this Account limits its detailed descriptions to the investiga-


tions of my research group. These studies have begun to elu-


cidate the range of oxidation states, ligands, and reactions that


are possible in three-coordinate iron complexes, the spectro-


scopic signatures and magnetic properties of these complexes,


and the strength of σ and π bonding interactions between the


metal and the three donors.


Synthesis of Three-Coordinate Iron
Complexes Using Bulky �-Diketiminate
Ligands
In order to explore the chemistry of three-coordinate iron, it


was necessary to find a ligand with the following properties:


(1) easy to synthesize and modify; (2) coordinates strongly to


iron, preferably as a bidentate ligand; (3) includes extremely


bulky, rigid groups that discourage the coordination of more


than three lone pairs. A ligand that fits these criteria was the


bulky �-diketiminate (Figure 1). �-Diketiminates have played


a role in inorganic chemistry back to the 1960s, but only in


the late 1990s did chemists incorporate 2,6-diisopropylphe-


nyl groups that surround the metal site, leaving a small pocket


for additional ligands.6 A growing number of studies have


demonstrated that �-diketiminate complexes of small late


metals and main-group metals can be isolated with a coordi-


nation number of only two or three.6


At the outset of our research, complexes of bulky


�-diketiminates had not been synthesized with iron, cobalt, or


nickel. Treating tetrahydrofuran (THF) adducts of the metal


CHART 1


SCHEME 1. An Extreme Bond-Breaking Reaction of Three-
Coordinate Molybdenum5


FIGURE 1. Bulky �-diketiminate ligands, which stabilize three-
coordinate complexes of iron. LMe has R ) Me, and LtBu has R )
tBu.
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dihalides FeCl2, CoCl2, and NiCl2 with lithium �-diketiminates


gave 1:1 complexes of the type LRMCl.7,8 The 2,6-diisopropy-


lphenyl groups are essential for isolating 1:1 complexes; reac-


tions with smaller 2,6-dimethylphenyl substituents on the


diketiminate can generate L2M complexes. The four symme-


try-related isopropyl groups extend above and below the N2M


plane, protecting the faces of the diketiminate-metal unit. The


result is a metal center with two donors and only a small


pocket available for additional ligands. This pocket has


enough space that reactions can take place at the metal; in


this way, the �-diketiminate gives an excellent balance


between adequate and overbearing steric protection.


In this Account, LMe and LtBu represent the �-diketiminate


with methyl and with tert-butyl groups on the ligand back-


bone (Scheme 2), and LR is used to generically indicate LMe or


LtBu. The X-ray crystal structures of the products from reac-


tion of iron(II) chloride with �-diketiminates showed that the


size of the R group on the �-diketiminate backbone influences


the size of the ligand-binding pocket. As shown in Scheme 2,


treating the THF adduct of FeCl2 with a lithium �-diketiminate


in THF yielded a tetrahedral complex LMeFe(µ-Cl)2Li(THF)2
when the �-diketiminate ligand with R ) methyl was used but


gave a trigonal-planar complex LtBuFeCl when the ligand with


R ) tert-butyl was used (Scheme 2).7 The C-N-C angle of the


�-diketiminate ligand (indicated with bold bonds in Scheme 2)


in complexes of LtBu is consistently about 8° larger than that


in analogous complexes of LMe.9 This is attributed to a steric


clash between the tert-butyl group and the 2,6-diisopropylphe-


nyl group that pushes the aryl toward the binding pocket, lim-


iting accessibility of additional ligands.


Numerous iron(II) complexes can be synthesized from the


chloride complexes described in the previous paragraph. The


(�-diketiminate)iron platform enables the isolation of LRFeX,


where X represents carbon ligands like alkyl, aryl, acetylide,


and vinyl; nitrogen ligands like amido, amidinate, and imi-


doyl; oxygen ligands like alkoxide, aryloxide, carboxylate, and


oxo; all halides; hydride; and sulfur ligands like thiolate and


sulfide.8–16 Many of these iron(II) complexes come from dou-


ble metathesis reactions of LRFe(halide) and LiX. The


�-diketiminate ligand imparts solubility in alkane solvents, and


the halide byproduct of such reactions can be removed by fil-


tration. Another benefit of the �-diketiminate group is that it


packs well into crystal lattices, and most complexes can be


identified and evaluated using X-ray crystallography.


Some of these iron(II) complexes have structural types that


were unknown prior to our studies. For example, �-diketimi-


nate ligands stabilize the first crystallographically character-


ized iron(II) fluoride14 and iron(II) oxo13 complexes (Figure 2).


The stability of oxo, alkoxo, and fluoride complexes contra-


dicts the conventional wisdom that “soft” late transition met-


als do not bind well to “hard” ligands with electronegative


atoms, and the reasons for this observation will be explored


in more depth below.


Electronic Structure and Spectroscopy of
Three-Coordinate Iron Complexes
The isolation of a large number of �-diketiminatoiron com-


plexes has led to some useful generalizations about their elec-


tronic and spectroscopic properties. First, the three- and four-


coordinate complexes almost always have a high-spin


electronic configuration: S ) 3/2 for iron(I), S ) 2 for iron(II),


and S ) 5/2 for iron(III). The only isolated low-spin �-diketimi-


natoiron complexes have higher coordination number and


strong-field ligands like CO. For example, the carbonyl com-


plex LMeFe(CO)3 has low-spin iron(I) (S ) 1/2) as shown by elec-


tron paramagnetic resonance (EPR) and magnetic suscepti-


bility,17 and the acyl complex LtBuFe(CO)2(COCH3) has diamag-


netic, low-spin iron(II).10


The S ) 2 ground state in the high-spin diketiminatoiro-


n(II) complexes with a trigonal-planar geometry was evalu-


ated in detail by Mössbauer and EPR spectroscopies and


theoretical calculations, in collaboration with Profs. Eckard


SCHEME 2. The Coordination Number in Iron(II) Chloride
Complexes Depends on the Size of R, as Evidenced by Changes in
the C-N-C Angle (Highlighted with Bold Bonds)


FIGURE 2. The trigonal planar geometry allows the isolation of
iron(II) complexes containing “hard” ligands: (a) thermal-ellipsoid
plot of LtBuFeF; (b) thermal-ellipsoid plot of LtBuFeOFeLtBu.
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Münck and Emile Bominaar.18 In order to understand the


results of their studies, it is necessary to first consider the effect


of distorting a perfect trigonal-planar geometry (D3h symme-


try) by constraining two of the donors as a bidentate


�-diketiminate ligand to a bite angle (θ) of roughly 95°. A


Walsh diagram is shown in Figure 3. The symmetry is low-


ered to C2v, and therefore all degeneracies are removed. Inter-


estingly, at θ ≈ 95°, the z2 and yz orbitals (indicated with a


bracket) have roughly the same energy. This d-orbital split-


ting was confirmed by computations using multiconfiguration


self-consistent field (MCSCF) and restricted open-shell density


functional theory (RODFT) methods.8,18 In an iron(II) complex


with a high-spin d6 configuration, this crystal-field splitting dia-


gram predicts two nearly isoenergetic S ) 2 states that differ


only by the placement of the sixth electron in one of these


two orbitals.


However, the previous analysis uses one-electron orbit-


als and ignores spin-orbit coupling, which can mix orbit-


als of different symmetries if they lie close in energy. In


three-coordinate diketiminatoiron(II) complexes, mixing of


the z2 and yz orbitals is extensive. One effect of spin-orbit


coupling between two orbitals is to increase the orbital


angular momentum along the axis that rotates the orbit-


als into one another (the x axis in this case). The large, ori-


ented orbital angular momentum has several profound


influences on the properties of three-coordinate iron(II)


�-diketiminate complexes. First, there is a directional para-


magnetic response to the application of an external field.


This “internal field” (Bint) in several LtBuFeX complexes was


measured as 62-82 T using variable-field Mössbauer spec-


troscopy, values that were at the time the largest ever mea-


sured for a mononuclear complex. (Larger values have since


been measured for Fe(C(SiMe3)3)2, a linear iron(II) complex


with strict degeneracy of low-lying orbitals.)19 Second, there


is huge zero-field splitting that makes the mS ) (2 levels


by far the lowest in energy (D values of ca. -50 cm-1).


Third, the magnetic susceptibility, as evident from mag-


netic and NMR measurements, is large and axial. Solution


magnetic moments for LtBuFeX are typically near or above


5.5 µB, substantially raised from the spin-only value of 4.9


µB.18


The anisotropic magnetic susceptibility also affects the Lar-


mor frequencies of nearby nuclei by means of the through-


space “dipolar” or “pseudocontact” shift. Figure 4 shows the 1H


NMR spectrum of LMeFe(n-butyl) as an example.9 Protons


along the x axis (the Fe-C bond vector) are shifted downfield


(the addition of the internal field to the applied field causes


them to resonate at an unusually low applied field), and those


along the yz plane (perpendicular to the Fe-C bond vector)


are shifted upfield. (An analogy to this phenomenon is the dia-


magnetic “ring current” in aromatic organic compounds, which


gives downfield shifts of protons in the plane of the electron


circulation and upfield shifts of protons normal to the plane of


the electron circulation. The paramagnetic current in the iron


compounds shifts protons in the yz plane upfield and those


normal to the yz plane downfield.) The dominance of the


pseudocontact shift is anomalous for paramagnetic com-


plexes, for which the chemical shifts typically are dominated


by the through-bond “contact” shift.


Despite the paramagnetism of the complexes, proton NMR


spectroscopy is an extremely useful technique for character-


izing high-spin iron(I) and iron(II) �-diketiminate species. (The


tetrahedral iron(III) complexes of �-diketiminate ligands, on the


FIGURE 3. Changes in d orbital energies that result from the 95°
bite angle of the �-diketiminate ligand. The yz and z2 orbitals are
very close in energy, giving unusual magnetic properties. The xy
orbital, which points directly at the N atoms of the �-diketiminate
ligand, becomes highest in energy. In this picture, the z axis is
chosen to be out of the plane, rather than the standard axis choice
in the C2v point group.


FIGURE 4. 1H NMR spectrum of LMeFe(n-butyl) at room
temperature, showing peak assignments and integrations.
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other hand, generally have broad, uninterpretable, or absent


NMR spectra.)11 The peaks for protons more than three bonds


away from iron(II) are easily discernible (Figure 4), probably


because electronic relaxation is fast from the presence of low-


lying excited states. Because the resonances are spread over


a wide chemical shift range, overlap is not a serious problem.


In addition, the chemically distinct protons on �-diketiminate


ligands fall into groups with different numbers of symmetry-


related protons, and therefore integration can be used to


assign peaks. (Because of peak broadness and baseline devi-


ations over the wide chemical shift range, it is important to


use wide integration regions and carefully adjust the phas-


ing on each integral.) Mononuclear iron(II) complexes gener-


ally have a wider range of chemical shifts (+150 to -200


ppm), while dinuclear iron(II) complexes are generally in a


smaller range (+60 to -80 ppm) from antiferromagnetic cou-


pling between the metals.


π-Interactions are Strong in
Three-Coordinate Iron Complexes
In addition to the near-degeneracy of the lowest orbitals, the


ligand-field splitting diagram for three-coordinate diketimina-


toiron complexes has other interesting aspects. The right side


of Figure 5 shows the energies of d orbitals in the C2v sym-


metry of the diketiminatoiron complexes.8 The relative order-


ing of these orbitals contrasts with the relative ordering in


more common coordination geometries. Figure 5 especially


highlights the orbitals that have the correct symmetry to


engage in σ or π bonding with the ligand labeled X. Thus, in


contrast to octahedral and square-planar complexes, three-


coordinate complexes have high-lying orbitals that can over-


lap with p orbitals on the coordinated atom. In a high-spin iron


species with a d5, d6, or d7 configuration, these π-bonding


orbitals are singly occupied, so overlap with them could be


favorable for filled ligand orbitals (leading to formal


metal-ligand multiple bonding) or for empty ligand orbitals


(leading to back-bonding interactions). Both of these kinds of


π-interactions are evident in the three-coordinate iron com-


pounds, as shown below.


In reduced compounds with a formal oxidation state of


iron(I), the primary π-interaction is back-bonding from iron into


unsaturated ligands. In one example, iron(I) complexes of


η2-alkyne ligands exhibit several characteristics attributable to


π-back-bonding.20 (1) The C-C bonds are lengthened by


about 0.1 Å. (2) DFT computations show that the alkyne π*


FIGURE 5. Ligand-field splitting in some common geometries, compared with the C3v symmetry of pseudotetrahedral complexes of tripodal
ligands25 and the C2v symmetry of trigonal-planar �-diketiminate complexes. In each complex, the z axis is vertical on the page; note that
the change in orientation causes the orbital labels for �-diketiminate complexes to be different than those in Figures 3 and 6. The bold red
labels highlight the two d orbitals that have the correct symmetry for π-interactions with the ligand labeled X.


FIGURE 6. Effect of π-acceptor and π-donor ligands on the
energies of the ligand-field orbitals of three-coordinate iron
compounds, as shown by computational studies.8,18,21,30


Interestingly, iron(I), iron(II), and iron(III) complexes can each have
three electrons in the nearly degenerate yz/z2 orbitals. As in Figure
3, a nonstandard choice of axes is used.
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orbital interacts strongly with the dxy orbital, making it drop


precipitously in energy (Figure 6).21 (3) The C-C stretching fre-


quency in arylacetylene complexes is lowered by binding, and


this effect is greater with electron-withdrawing groups on the


aryl ring. (4) Alkynes with electron-withdrawing substituents


bind in preference to those with electron-donating substitu-


ents. (5) Computations indicate a transfer of 0.8 electrons from


iron to the alkyne.21


Extensive π-back-bonding is also evident in the dinitrogen


complexes LRFeNNFeLR.17,22 Although formal electron count-


ing describes the complex as LRFe1+(N2)Fe1+LR, several pieces


of data are more consistent with the formulation


LRFe2+(N2)2-Fe2+LR.23 (1) The N-N bond is lengthened from


1.10 Å (free N2) to 1.18-1.19 Å, and the N-N stretching fre-


quency is lowered from 2331 cm-1 (free N2) to 1772 cm-1,


more consistent with an N-N double bond as in N2
2-. (2) The


unpaired spins on the two iron ions are parallel with one


another in the S ) 3 ground state, giving a large magnetic


moment and internal magnetic field (Mössbauer). If LRFeNN-


FeLR were to have two high-spin (d7) iron(I) ions and neutral


N2 (Figure 7, left), it would imply strong ferromagnetic cou-


pling that would be extremely unusual in a linear bridge. A


more reasonable alternative is triplet N2
2- (isoelectronic with


O2) antiferromagnetically coupled to two equivalent high-spin


iron(II) ions (Figure 7, right). Not only does this charge redis-


tribution explain the magnetic coupling, it is confirmed by two


independent computational studies that suggest occupancy of


molecular orbitals with contributions from the π* orbital of


N2.17,23 It is worth noting that five- and six-coordinate


iron-dinitrogen complexes show much less weakening of the


N-N bond.24 In tetrahedral iron(I)-N2 complexes synthesized


by Peters and co-workers, the amount of electron delocaliza-


tion from Fe to N2 is somewhat less, giving a shorter N-N


bond and different magnetic coupling.25


In more oxidized iron(II) and iron(III) compounds, the pri-


mary π-interaction is donation of lone pairs into singly occu-


pied d orbitals on the metal. One of our original goals in


pursuing the chemistry of low-coordinate metals was to take


advantage of this π-interaction for stabilizing previously unob-


served terminal oxo and imido complexes of these metals.


Others simultaneously saw this opportunity, and the research


groups of Hillhouse and Warren reported stable trigonal-pla-


nar nickel(II), nickel(III), and cobalt(III) imido complexes.26,27


Based on the same principle, Peters and co-workers synthe-


sized tetrahedral iron(II), iron(III), and iron(IV) imido complexes,


and even a metastable iron(IV) nitrido species.25b,28


Our own studies initially and unsuccessfully aimed at a ter-


minal oxoiron(III) species LRFedO, starting from LRFeNNFeLR


(which is synthetically equivalent to the iron(I) fragment LRFe


by loss of N2). All attempts to generate LRFedO from the addi-


tion of “O” sources to iron(I) species led to oxodiiron(II) com-


pounds, which are conceptually derived by reaction of “O”


with two iron(I) ions. Clearly the steric hindrance is not suffi-


cient to avoid the binding of two iron atoms to the oxo group.


The oxodiiron(II) species with LtBu has been fully character-


ized, and this characterization again benefitted from the con-


tributions of Münck and co-workers, who showed that there


are two high-spin iron(II) ions coupled antiferromagnetically.13


The Fe-O-Fe angle is 167.6(1)°, and the nearly linear core


geometry is suggestive of π-bonding between the oxygen


atom and each metal. LtBuFeOFeLtBu is the only literature


example of a crystallographically characterized oxo complex


of iron(II), and its isolability is most likely from a combina-


tion of stabilizing π-interactions and steric protection.


Frustrated by the tendency of oxo to bridge between iron


atoms, we sought to create an imidoiron(III) complex


LMeFedNR through the use of adamantyl azide, a convenient


source of the “AdN” fragment with loss of N2. Again we were


stymied by a bimolecular reaction: addition of AdN3 to


LMeFeNNFeLMe or addition of AdN3 to LtBuFeNNFeLtBu at high


concentration or low temperature gives reductive coupling of


the azide fragments to yield diiron(II) species with an unprec-


edented AdNNNNNNAd (“hexazene”) bridge (Scheme 3).29


However, this bimolecular reaction can be avoided in the LMe


case by adding pyridine before treatment with AdN3. The


product is a mixture of LMeFedNAd and LMeFe(dNAd)(py),


which are in rapid equilibrium on the NMR time scale.30 EPR


and Mössbauer spectra show an S ) 3/2 species with large


negative zero-field splitting. This has been assigned as


LMeFedNAd based on the results of computations by Prof.


Thomas Cundari, which predict a quartet ground state for the


three-coordinate imido species. The ligand-field orbitals for


LMeFedNAd are shown at the right of Figure 6. The π-interac-


tion with the nitrogen p orbital has driven the xy orbital so


high in energy that it is not occupied. In effect, there is a full


π-bond in the plane of the �-diketiminate (no antibonding


electrons), and a half π-bond perpendicular to the plane (one


antibonding electron). This is less π-bonding than in tetrahe-


dral iron(III) imido complexes of tris(phosphino)borate ligands


FIGURE 7. Resonance structures for LRFeNNFeLR. The coupling
model on the right is more consistent with Mössbauer data and
computations.
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(which have no electrons in π-antibonding orbitals)28 but more


than in octahedral iron(IV) oxo species (which have two half-


filled π-antibonding orbitals).31


Consistent with relatively weak π-bonding, the Fe-N


double bond in LMeFedNAd is very reactive. Scheme 3


highlights hydrogen atom abstraction reactions of the imido


species. For example, solutions generated as described


above react rapidly with 1,4-cyclohexadiene (CHD) at low


temperature, giving the iron(II) product LMeFe-NHAd and


benzene.30 The rate of this reaction has a first-order depen-


dence on Fe, py, and CHD concentrations, implying that the


predominant iron species is pyridine-free but gains a pyri-


dine ligand before or during the rate-limiting transition


state. The rate law therefore implies that the four-coordi-
nate pyridine adduct of the imidoiron(III) compound reacts


much more quickly than the three-coordinate imido spe-


cies! While this result conflicts with the commonly held


assumption that more coordinatively unsaturated com-


pounds should be more reactive, it can be rationalized by


the computational results. These show that the four-coor-


dinate imido complex has a low-lying S ) 5/2 state, has


much more radical character on the imido nitrogen, has less


Fe-N π-bonding, and has much more bending at the nitro-


gen atom.30 Each of these effects may contribute to the


increased reactivity of the pyridine adduct of LMeFedNAd.


The take-home messages with regard to π-bonding in


three-coordinate species are illustrated in Figure 6. First, the


C2v ligand field of the diketiminatoiron complexes leaves


some d orbitals available for π-interactions, whether the for-


mal source of the electrons is the metal (in iron(I) alkyne


and N2 complexes) or ligand (in iron(III) imido complexes).


These stabilizing π-interactions between the metal and


ligand can be used to activate (weaken the bonds in) sub-


strates like alkynes and N2 through back-bonding (occupa-


tion of a M-L π-bonding orbital) or to stabilize inherently


reactive fragments like the imido (NR) or oxo (O) group


(emptying of a M-L π-antibonding orbital). In the former


case, the ligand becomes more electron-rich, with the


results of calculations showing roughly one electron per


iron atom transferred into the ligand.21 In the latter case,


the imido and oxo ligands (which are usually highly nucleo-


philic on late transition metals) become electrophilic


enough to activate C-H bonds (in the imido complex) or at


least non-nucleophilic enough to be stable (in the oxo com-


plex). Similar trends may emerge for electrophilic cobal-


t(III) and nickel(III) imido complexes of �-diketiminates


synthesized by Warren and co-workers.27


Three-Coordinate Iron Prefers
Electronegative Ligands
When exploring the chemistry of iron(II) complexes LRFeX with


carbon, nitrogen, and oxygen donors as X, we noticed that in


exchanges with X′H (eq 1), the equilibrium favored the side of


the equation having the more electronegative atom bound to


iron.11 In other words, the preference for iron over a proton


increased in the order C < N < O.


LRFeX + X'Hh LRFeX' + XH;
X ) CCPh, NH(p-Tol), O(p-Tol) (1)


Interestingly, this trend cannot be explained by Fe-X π-bond-


ing, because amido (NHR) donors are the strongest π-donors


of the three ligands. To confirm the idea that π-effects were


not dominant, we found a way to evaluate the preferences for


alkyl ligands through the reversible intramolecular isomeriza-


tion of substituted phenethyl complexes (eq 2).9 In alkyl com-


plexes, π-effects are minimized, so the preferences should be


exclusively from the metal-ligand σ-interaction.


LRFeCH2CH2Arh LRFeCH(Ar)CH3 (2)


The equilibrium constant lies further to the right with more


electron-withdrawing groups on the aryl ring. The preferences


in both eqs 1 and 2 fit a model in which the metal prefers a


ligand that can most easily stabilize negative charge at the


metal-bound atom. Consistent with the stability of complexes


with electronegative ligands, fluoride complexes are unusu-


ally stable in the three-coordinate iron(II) system.14 The pref-


erence for electronegative ligands is not evident in series of


platinum and ruthenium complexes32 and is less pronounced


SCHEME 3. Products from Reaction of an Iron(I) Complex with
1-Azidoadamantanea


a tert-Butyl pyridine catalyzes N2 loss to give an imidoiron(III) complex that
abstracts hydrogen atoms from the ligand or added substrates.
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in a series of nickel complexes.33 However, these trends based


on electronegativity are very important in early metal com-


plexes.34 Although there are not yet enough systematic data


to definitively tease apart the differences between the effect


of metal, coordination number, metal oxidation state, and


ancillary ligands, one can tentatively suggest that the low


coordination number makes iron “behave more like an early


transition metal”. This analogy extends to the stability of oxo


and imido complexes and to the distinct weakening of coor-


dinated N2, phenomena that are common with transition


metals in groups 5-7 but rare for iron. Although this over-


simplistic model ignores important details of the bonding, it is


a rough guide for thinking about the effect of coordination


number changes and serves as a hypothesis for further


studies.


Conversely, the ligand with the lowest stability on low-co-


ordinate iron is the electropositive ligand hydride. We first


gained evidence for a hydridoiron(II) complex in studies of


alkyl isomerization.9 In these reactions, alkyliron(II) complexes


undergo reversible �-hydride elimination to form transient


(alkene)(hydride) isomers, which exchange alkene to give a


new alkyl complex. The �-hydride elimination mechanism was


supported by activation parameters and a H/D kinetic isotope


effect. However, it is difficult to generate the free hydridoiro-


n(II) species in this way because the transient hydride reacts


instantly with alkenes to form a [1,2]-addition product.


Fortunately, hydride complexes [LRFeH]2 can be isolated


from the reaction of [LMeFeCl]2 or LtBuFeCl with KBEt3H.35


These are the only examples of hydridoiron complexes with


a coordination number less than five. The high-spin iron ions


have a pseudotetrahedral geometry and are bridged by two


hydrides. These species react with many unsaturated organic


compounds to give [1,2]-addition products (Scheme 4).16 An


especially interesting example is the complete cleavage of


NdN bonds in azobenzene by the hydride complex, which


uses a combination of two-electron steps ([1,2]-addition across


a double bond) and one-electron steps (hydrogen atom


abstraction and reductive N-N bond cleavage).36


The facility of insertions into the Fe-H bond can again be


viewed through the lens of thermodynamic preferences: the


entropic penalty of the insertion reaction is more than com-


pensated by the enthalpic preference for a Fe-C, Fe-N, or


Fe-O bond over the Fe-H bond. Additional evidence for a


weak homolytic Fe-H bond energy comes from the reaction


of [LRFeH]2 with strong donor ligands like CO and CNtBu,


which gives iron(I) products and H2 through ligand-assisted


reductive elimination of H2.16


Inspirations from Nitrogenase
Intermediates
Azatrophic microorganisms cleave the N-N bond of N2 to


form NH3, and this amazing transformation is brought about


by nitrogenase enzymes.37 The FeMoco of iron-molybdenum


nitrogenase (Chart 1c) has iron atoms with only three strong


bonds and a weaker ionic interaction with X (a light atom in


the center of the cluster). The results of directed evolution and


computational studies both support the idea that iron is the


site of N2 binding and activation,38 and we and others have


hypothesized that bonds to X are disrupted in or before the N2


binding step.39 If bonds between Fe and X break, it would


leave one or more coordinatively unsaturated, high-spin iron


atoms, which might be capable of reducing N-N or other


bonds.


These ideas about nitrogenase motivated us to focus on


low-coordinate iron complexes containing NxHy fragments (x
) 0-2; y ) 0-5), which would occur in intermediates along


an iron-based N2 reduction pathway. The exceptional N-N


bond weakening in the low-coordinate iron-N2 complexes


and the high reactivity of the low-coordinate iron-hydride


complexes support the idea that nitrogenase reductions at iron


are reasonable.16,17 Further, the discovery of radical interme-


diates in N-N bond cleavage reactions suggests that radical


mechanisms should be considered in nitrogenase.36


Speculation about nitrogenase also encouraged us to syn-


thesize the diiron(II) complex LMeFeSFeLMe, which has two


three-coordinate iron(II) ions surrounding a space that lies in


the fourth coordination position of both metals (Figure 8).12


We hypothesized that cooperative reactivity by the two iron


atoms might lead to interesting reductions. A survey of nitro-


gen-containing compounds showed that some (alkylhydra-


zines) bind without reduction, while others (phenylhydrazine)


give partial reduction to ammonia. The ability of pairs of three-


coordinate iron(II) ions to break N-N bonds suggests that one


SCHEME 4. Insertion and Bond Cleavage Reactions of a Low-
Coordinate Iron(II) Hydride Complexa


a The hydride dimer is in equilibrium with a three-coordinate monomer.35
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of the important features of the FeMoco may be the coordi-


native flexibility of the iron-sulfur cage, which enables iron


atoms to work together to break strong bonds. Clearly more


research is needed, and current work aims at the binding and


functionalization of N2 at unsaturated iron complexes of one


and two iron atoms.


Perspectives on Catalysis and Future
Prospects
The most widely used metal catalysts for organic chemistry


contain ruthenium, rhodium, and palladium. However, these


metals suffer from the disadvantages of high cost and toxic-


ity. If comparably active catalysts could be designed using


iron, these limitations could be avoided. Therefore, it is impor-


tant to examine the catalytic capabilities of iron compounds.40


Given the substantial modulation of iron’s behavior upon low-


ering the coordination number, it seems possible that new


roles for iron in catalysis will emerge, and the cheapness and


lack of toxicity of iron may be a great advantage in creating


“green” catalysts.


Our initial investigations along these lines have focused on


systems in which we could take advantage of the thermody-


namic preferences of three-coordinate iron, especially toward


electronegative ligands. These efforts paid off when we dis-


covered that three-coordinate iron compounds catalyze the


transfer of F from fluoroaromatics to a silyl group (Equation


3).14


Ar-F + Et3SiHf Ar-H + Et3SiF (3)


Most compounds that react with C-F bonds use early tran-


sition metals, but the M-F bonds formed are very stable (as


a result, the reactions are stoichiometric but not catalytic). In


contrast, the strong Fe-F interaction provides sufficient driv-


ing force to break the C-F bond, but a silane is able to


remove the fluoride and regenerate the hydride complex. In


the future, we envision low-coordinate iron enabling cleav-


age of other strong bonds (especially N-N bonds and C-X


bonds) by cycling between three coordination (driving the


binding of electronegative ligands) and four coordination


(releasing products because of the weaker metal-ligand


bonds).


The rapid equilibrium between three-coordinate and four-


coordinate forms is also likely to be useful for controlling the


reactions of the imido species LRFedNR (discussed above).30


Recall that coordination of a fourth donor is necessary to


enable abstraction of hydrogen atoms from hydrocarbons.


This implies that the fourth donor can be used to tune the


imido reactivity or to control the selectivity of hydrogen atom


abstraction. Most importantly, we have learned that one can


add ligands to destabilize a complex, rather than removing


them, as usually done to make a reactive catalytic intermedi-


ate. In these ways, we anticipate that low-coordinate metals,


both synthetic and biological, will continue to challenge the


limits of coordination chemistry.
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C O N S P E C T U S


The growing need for inexpensive methods to convert
methane to methanol has sparked considerable interest


in methods that catalyze this process. The integral mem-
brane protein particulate methane monooxygenase (pMMO)
mediates the facile conversion of methane to methanol in
methanotrophic bacteria. Most evidence indicates that pMMO
is a multicopper enzyme, and these copper ions support
redox, dioxygen, and oxo-transfer chemistry. However, the
exact identity of the copper species that mediates the oxo-
transfer chemistry remains an area of intense debate. This
highly complex enzyme is notoriously difficult to purify
because of its instability outside the lipid bilayer and ten-
dency to lose its essential metal cofactors. For this reason,
pMMO has resisted both initial identification and subsequent
isolation and purification for biochemical and biophysical
characterization.


In this Account, we describe evidence that pMMO is a
multicopper protein. Its unique trinuclear copper cluster
mediates dioxygen chemistry and O-atom transfer during
alkane hydroxylation. Although a recent crystal structure did
not show this tricopper cluster, we provide compelling evi-
dence for such a cluster through redox potentiometry and EPR experiments on the “holo” enzyme in pMMO-enriched mem-
branes. We also identify a site in the structure of pMMO that could accommodate this cluster. A hydrophobic pocket capable
of harboring pentane, the enzyme’s largest known substrate, lies adjacent to this site.


In addition, we have designed and synthesized model tricopper clusters to provide further chemical evidence that a tri-
copper cluster mediates the enzyme’s oxo-transfer chemistry. These biomimetic models exhibit similar spectroscopic prop-
erties and chemical reactivity to the putative tricopper cluster in pMMO. Based on computational analysis using density
functional theory (DFT), triangular tricopper clusters are capable of harnessing a “singlet oxene” upon activation by dioxy-
gen. An oxygen atom is then inserted via a concerted process into the C-H bond of an alkane in the transition state dur-
ing hydroxylation. The turnover frequency and kinetic isotope effect predicted by DFT show excellent agreement with
experimental data.


Introduction


The particulate methane monooxygenase (pMMO)


is an integral membrane protein that mediates the


facile conversion of methane to methanol in


methanotrophic bacteria.1 It also catalyzes the


hydroxylation and epoxidation of a small num-


ber of straight-chain alkanes and alkenes up to
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five carbons in length.2 Unlike the soluble methane monooxy-


genase (sMMO),3–7 the chemistry mediated by pMMO exhib-


its amazing regiospecificity and stereoselectivity.2,8–10 Both


the hydroxylation and epoxidation occur with total retention


of configuration at the carbon center(s) oxidized.8–10 Accord-


ingly, there is considerable interest in elucidating the struc-


ture of the active site of this enzyme.


There is now general consensus that pMMO is a multicop-


per enzyme,1,11–18 although a nonheme diron center has


been implicated recently as well.19 These copper ions sup-


port redox, dioxygen, and oxo-transfer chemistry; thus there


is no question that they are involved in the catalytic cycle of


the enzyme. The exact identity of the copper species that


mediates the oxo-transfer chemistry, however, remains an


area of intense debate.1,16,20,21 In this Account, we summa-


rize the current status of our understanding of the structure


and mechanism of the catalytic site. The discussion will focus


on the pMMO isolated from Methylococcus capsulatus (Bath).


A number of reviews have recently appeared in Accounts of
Chemical Research18 and elsewhere22 on pMMO. However,


these discussions have been based largely on a crystal struc-


ture of the protein with many of the copper cofactors miss-


ing.16


Subunit Composition and Metal Cofactors
pMMO is comprised of three distinct subunits encoded by the


genes pmoA, pmoB, and pmoC with an R�γ arrangement.11–15


The protein has been highly produced in M. capsulatus (Bath)


and solubilized in the detergent dodecyl-�-maltoside from


pMMO-enriched (80-90%) membranes, and the protein-
detergent complex has been purified by size-exclusion


chromatography.1,12 The purified micelle contains one copy


each of the three subunits encapsulated in ca. 240 detergent


molecules. MALDI-TOF mass spectrometry has yielded three


peptides with molecular masses of 42 785.52, 29 733.31,


and 28 328.25 Da in excellent agreement with the subunit


masses predicted by the gene sequences pmoB (R), pmoC (γ),


and pmoA (�), respectively. The assignment has been con-


firmed by peptide-mass fingerprinting of in-gel digests of the


subunits on SDS gels. Since the purified protein-detergent


complex exhibits high specific activity toward propene epoxi-


dation using either NADH or duroquinol to provide the reduc-


ing equivalents, it is clear that the holo enzyme has been


purified in its active form.12


Analysis of the purified protein-detergent micelles for


metal content using atomic absorption, inductively coupled


plasma mass spectrometry (ICP-MS), and X-ray absorption


edge spectroscopy revealed 13.6 copper atoms per protein


complex (MW 100 kDa).12 Only traces of iron were found


(Cu/Fe atom ratio 80:1), and there was no evidence of any


Zn.12 A recent Mössbauer study has implicated a nonheme


diiron center in whole cells of M. capsulatus (Bath), and sug-


gested that the purified pMMO might contain this diiron cen-


ter with 10% occupancy.19 This level of Fe corresponds to the


Cu/Fe content determined for the purified protein-detergent


micelles reported from the Chan laboratory, for which the cop-


per ions have been shown to support redox, dioxygen, and


oxo-transfer chemistry. The turnover of the copper ions


depends on the presence of hydrocarbon substrate, so a sub-


set of the coppers must be involved in the oxidation of the


substrate.


Our strategy to start with membranes highly enriched in


the enzyme, solubilize the pMMO-enriched membranes in


detergent, and fractionate the detergent-protein micelle par-


ticles by size-exclusion chromatography was critical to our suc-


cess in obtaining high-quality protein for in-depth study.12


Compared with conventional methods of membrane-protein


isolation and purification by detergent solubilization, ammo-


nium sulfate fractionation, or affinity chromatography,13–15,23


our approach is simple and essentially nondisruptive of the


protein fold and hence less prone to the loss of metal cofac-


tors. It is now apparent that ammonium sulfate precipitation


can leech out many of the copper ions from the pMMO.


Although the addition of methanobactin24 can replenish these


copper cofactors, this copper-binding compound is not an inte-


gral component of the pMMO system. The pMMO with the full


complement of copper ions does not require methanobactin


for activity.


The Biochemistry of Substrate Oxidation
by pMMO
pMMO hydroxylates straight-chain alkanes from C1 to C5 and


epoxidizes related alkenes. In the case of propane, butane,


and pentane, the dominant products are propan-2-ol, butan-


2-ol, and pentan-2-ol, respectively.2 As expected, 1-butene is


hydroxylated to give 3-buten-2-ol and epoxidized to 1-epoxy-


butane, with a product distribution of ∼1:1.2


Studies on cryptically chiral ethanes have shown that the


hydroxylation of C-H and C-D bonds proceeds with total


retention of configuration at the carbon center oxidized (Fig-


ure 1) with a kH/kD kinetic isotope effect of 5.2-5.5.8 Simi-


larly, experiments on butane and d,l-[2-2H1,3-2H1]butanes


have shown that the hydroxylation of the secondary carbon


in normal butane also proceeds with total retention of config-


uration, with a similar kH/kD isotope effect.9 These observa-


tions have led us to rule out a radical mechanism for the
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hydroxylation chemistry. Instead, we have proposed that the


O-atom transfer occurs by concerted oxenoid insertion.8 A


transition state involving “singlet oxene” insertion into a C-H


bond should result in facile bond closure of the C-O bond fol-


lowing formation of the O-H bond, and the process should


proceed with full retention of configuration at the carbon cen-


ter oxidized.1


When propene and 1-butene were used as epoxidation


substrates, the enantiomeric excess (ee) of the enzymatic prod-


ucts was only 18% and 37%, respectively.2 However, stud-


ies on trans-2-butene revealed only the d,l-2,3-


dimethyloxirane products and on cis-2-butene, only the meso
product.10 These latter observations indicate that the enzy-


matic epoxidation also proceeds via the concerted electro-


philic syn addition. Thus, the relatively poor stereoselectivity


in the enzymatic epoxidation of propene and 1-butene merely


reflects the low stereochemical differentiation between the re
and si face in the hydrophobic pocket of the active site. To


achieve better facial selectivity, Yu et al. have recently used


3,3,3-trifluoropropene as the substrate.10 The products


obtained are 90% the S-oxirane.


The activity of pMMO is usually determined by the pro-


pene epoxidation assay. For pMMO-enriched membranes,


membrane fragments solubilized in dodecyl-�-maltoside, and


the purified protein-detergent complex in micelles, the spe-


cific activity is typically 10-100 nmol/(min · mg of protein).1


It has been suggested that this level of activity of the puri-


fied enzyme is only ca. 10% of the activity in whole cells,


where the protein would contain the diiron center implicated


in the recent Mössbauer study.19 Direct comparison between


whole cell activity and activity assays of isolated membranes


or purified protein in detergent particles in buffer is complex.


First, in whole cells, the function of the enzyme is linked to an


intricate electron transport system. In isolated preparations, the


reductant(s) and the electron transfer pathways used in driv-


ing the pMMO activity may not be the physiological ones. In


the recent Mössbauer study, the whole cell activities were


assayed using formate as the reductant, and the purified


enzyme was assayed using duroquinol. Formate is water-sol-


uble, whereas duroquinol is membrane-bound. Two substrates


are involved in pMMO. The metal cofactor(s) at the active site


need to be activated by dioxygen, and the hydrocarbon sub-


strate needs to get to the catalytic site of the pMMO. In whole


cells, the protein is embedded in the membrane, and the sub-


strates are distributed in different cellular locations within the


cell. This distribution is different in suspensions of isolated


membranes and solutions of the purified protein. Finally, it is


difficult to control abortive or nonproductive processes out-


side the cellular environment. This control is obviously fine-


tuned to perfection within the cell.


Proposed Arrangement of the Copper Ions
and Their Role in the Catalytic Cycle
Because 6 of the 14-15 coppers in pMMO are oxidized when


the reduced enzyme is reacted with dioxygen in the absence


of hydrocarbon substrate, we have previously divided the cop-


per ions into two groups:25 a collection of six copper ions that


are readily oxidized by dioxygen in the absence of hydrocar-


bon substrate and a second grouping of ca. nine copper ions


that remain reduced under these conditions. The first group


has been referred to as catalytic clusters (C-clusters) to reflect


their reactivity toward molecular oxygen.25 These copper ions


are implicated in the dioxygen chemistry and the alkane


hydroxylation of the enzyme. The second group of nine cop-


per ions have been proposed to be sequestered into a Cu(I)


domain to provide a reservoir of reducing equivalents to rer-


educe the copper ions at the active site after the oxidative


phase of the turnover. This buffer of Cu(I) ions has been


dubbed E-clusters.25 These copper ions reside in the C-termi-


nal subdomain of PmoB. Yu et al. have recently cloned and


overexpressed both the N-terminal and C-terminal subdo-


mains of the PmoB subunit in Escherichia coli and have shown


that the purified C-terminal subdomain behaves like a CuI


sponge, capable of binding 10 or more CuI ions cooperative-


ly.26 Because the C-terminal subdomain exhibits only weak


binding for CuII, the redox potentials of these copper ions are


high. These CuI ions are also inert toward molecular oxygen.


Accordingly, they are normally EPR silent. These properties are


identical to those noted for the E-clusters in the intact pro-


tein. Upon oxidation of the E-clusters, some of these copper


ions are easily removed during purification and manipula-


tion of the protein, with concomitant loss of activity.


It was originally proposed that the six copper ions associ-


ated with the C-clusters were organized into two trinuclear


copper clusters.1,25,27 A working model was developed for the


FIGURE 1. “Oxenoid” insertion into the C-H bonds of cryptically
chiral ethanes.
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catalytic machinery of the enzyme, wherein one of the two tri-


copper clusters supported both dioxygen chemistry and


alkane hydroxylation and the other dioxygen chemistry only.


It was evident that only the first cluster needed to be a triad


of copper atoms to support the oxo-transfer chemistry; for the


second grouping of copper ions to support dioxygen chemis-


try, a dinuclear site and a mononuclear copper would suffice.


Evidence for at least one tricopper cluster in pMMO came


originally from low-temperature EPR of isolated membrane


fragments enriched in pMMO or purified pMMO reconstituted


in detergent micelles,27 when the enzyme was handled in the


absence of hydrocarbon substrate. The 4 K EPR typically con-


sisted of a superposition of signals: a type 2 CuII signal at gav


≈ 2.12 with Cu hyperfine in the parallel region (g| ) 2.24)


and 14N superhyperfine in the perpendicular region (g⊥ )
2.059) and an almost featureless isotropic signal centered at


g ≈ 2.1 that we assigned to a trinuclear CuIICuIICuII cluster (Fig-


ure 2.) The total intensity of the EPR signals corresponded to


about 2 CuII ions, consistent with one type 2 CuII site and a


ferromagnetically exchange-coupled CuIICuIICuII cluster with


EPR transitions from only the S ) 3/2 ground state.28 Unlike


the type 2 CuII signal, the cluster signal did not saturate at


high microwave power.27,29


These observations could be readily understood in terms of


the dioxygen chemistry proposed for the C-clusters. When


these six copper ions are turned over in the presence of


hydrocarbon substrate, there is perfect matching of the num-


ber of reducing equivalents at the active site (including the two


reducing equivalents coming from the hydrocarbon substrate)


and the number of oxidizing equivalents from the two dioxy-


gen molecules participating in the dioxygen chemistry. On the


other hand, there is an overall mismatch in the number of


reducing and oxidizing equivalents at the active site when


there is no substrate to provide the two extra reducing equiv-


alents to complete the oxidative phase of the catalytic cycle.1


In the latter scenario, the dioxygen chemistry at the “hydroxy-


lation” tricopper cluster will be accompanied by transfer of one


reducing equivalent from the mononuclear copper of the sec-


ond “cluster” to produce the CuIICuIICuII cluster EPR and the


type 2 Cu(II) signal with the 14N superhyperfine. Reaction of


the second dioxygen with the dinuclear copper site of the sec-


ond “cluster” would yield the bis(µ-oxo) dicopper(III) or a (µ-η2:


η2-peroxo) dicopper(II) cluster species, which is EPR silent.


Since all 15 copper ions in the purified pMMO have been


shown to participate in redox, dioxygen chemistry, and hydro-


carbon oxidation, it seems unlikely that the putative diiron


center implicated in the purified enzyme with the 10% occu-


pancy is directly involved in the hydroxylation of alkane.


There is no evidence that these irons participate in redox and


dioxygen-turnover chemistry in the first place. If there is a role


for the diiron center in pMMO, it could be an auxiliary one, for


example, enhancing the activity of the copper enzyme in the


10% of the proteins containing it.


Three-Dimensional Structure
The crystal structure of pMMO was reported by the labora-


tory of Amy Rosenzweig in 2005.17 According to this work,


the protein crystallizes as a trimer of R�γ monomers with


three copper ions and one zinc ion per monomer. A ribbon


diagram of the structure is shown in Figure 3, with different


colors used to depict the three subunits. PmoA and PmoC are


mostly transmembrane, each with approximately six trans-


membrane segments. The N- and C-terminal subdomains of


PmoB are exposed to the cytosol and are anchored at the


FIGURE 2. Redox potentiometry and EPR titration of the C-cluster
copper ions. Asterisks in the spectra at g ≈ 2.002 denote signals
originating from free radicals associated with the dithionite and the
redox mediators.


FIGURE 3. Architecture of pMMO according to the X-ray crystal
structure of Lieberman and Rosenzweig.17
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water-membrane interface by two R-helical transmembrane


segments inserted into the membrane. This protein architec-


ture is consistent with the membrane topology predicted pre-


viously by protease digestion of membrane fragments


followed by mass-fingering of the peptides released by


MALDI-TOF-MS.1


The three copper ions and the zinc ion reported in the crys-


tal structure are also shown in Figure 3, with the three cop-


per ions at site A and site B in blue and the zinc ion at site C


in brown. Highlighted in the transmembrane domain of the


crystal structure at site D is a cavity consisting of a hydrophilic


cluster of potential metal-ligating residues, including His38,


Met42, Met45, Asp47, Trp48, Asp49, and Glu100 from PmoA


and Glu154 from PmoC. While this “cluster of hydrophilic res-


idues” was previously discounted as a metal-binding site,17


our view was that without counterions to balance the charge


of the hydrophilic residues, the electrostatic energy of sustain-


ing this cavity would be extremely high.


We surmise that metal ions must have been stripped away


from site D during the purification of the protein for crystal-


lographic analysis.16 Repeat of the purification procedures


adopted by the Northwestern group indicated that as many as


12 of the ca. 15 copper ions were removed from the protein


during the ammonium sulfate fractionation with concomitant


loss of enzymatic activity (Table 1.) We henceforth refer to the


X-ray structure as the Cu3-pMMO. With essential cofactors


missing, it would be inappropriate to derive conclusions on the


catalytic cycle and the mechanism of hydroxylation of alkanes


from the X-ray structure.18,21


Evidence for a Tricopper Cluster in pMMO
Based on the X-ray structure, Rosenzweig and co-workers17,18


have ruled out the possibility of a tricopper cluster in the


enzyme. We have now obtained new data to reinforce our


view that this tricopper cluster is missing from the X-ray


structure.


First, the isotropic EPR signal attributed to the putative CuII
-


CuIICuII cluster have now been resolved from the type 2 CuII


signal by redox potentiometry/EPR.16 These copper sites have


distinct redox potentials, and thus by titration of the protein at


different cell potentials in an electrochemical cell, the spec-


troscopic features for each site could be distinguished and


individually assigned. As an example, the intensity of the sig-


nal at +53 mV (versus SHE) corresponded to approximately


two copper ions per protein monomer, as expected for con-


tributions from one type 2 CuII site and one CuIICuIICuII clus-


ter (Figure 2). With increasingly more negative cell potentials,


the type 2 CuII EPR decreased gradually in intensity, begin-


ning at +18.3 mV. At -121.3 mV, the spectrum eventually


gave way to an isotropic signal centered at g ) 2.05 (inten-


sity corresponding to 0.13 CuIICuIICuII cluster). These results


provide unequivocal evidence for a tricopper cluster in our


preparation of pMMO.


Second, the essentially identical EPR has also been


recorded for several model ferromagnetically coupled tri-


nuclear CuIICuIICuII clusters designed and synthesized in this


laboratory.30 These tricopper complexes are based on the


ligands (L) 3,3′-(1,4-diazepane-1,4-diyl)bis(1-((2-(dimethyl-


amino)ethyl)(methyl)amino)propan-2-ol) (7-Me) or 3,3′-(1,4-


diazepane-1,4-diyl)bis(1-((2-(diethylamino)ethyl)(ethyl)amino)-


propan-2-ol (7-Et) (Scheme 1), which contain six neutral amines


and two hydroxyl groups that are capable of trapping three cop-


per ions simultaneously. [CuICuICuI(L)]1+ complexes were readily


prepared by treating 3 equiv of Cu[(CH3CN)4](X) (X ) ClO4
- or


BF4
-) in anhydrous CH3CN solution with one equivalent of


[7-Me]2-[Na2]2+ or [7-Et]2-[Na2]2+. Oxygenation of the [CuICuI
-


CuI(L)]1+ complexes yielded a deep blue [CuIICuIICuII(L)(O)]2+ spe-


cies with X-ray structure and 4 K EPR shown in Figure 4A,B,


respectively.


Interestingly, these [CuICuICuI(L)]1+ complexes reacted with


dioxygen to form an intermediate capable of facile O-atom


TABLE 1. Repeat of the Purification of pMMO According to the Procedures of Lieberman et al.13,17 and Comparison of the Specific Activity
and Metal Contents Obtained with Those Previously Reported for the Protein Preparation Used in the Crystallographic X-ray Analysis


specific activity
(nmol/min/mg protein)


copper content
(atoms/protein)


iron content
(atoms/protein)


pMMO sample, status of purification this work refs 13 and 17 this work refs 13 and 17 this work refs 13 and 17


membranes 88.9 19.0 12-15 a 0.9 a
membrane fragments


solubilized in detergent
93.5 3.9 13.3 10.4 b 1.1


purified detergent-protein
complex (prior to (NH4)2SO4 precipitation)


21.5 a 10.0 a b a


purified detergent-protein
complex (following (NH4)2SO4 precipitation,
detergent resolubilization, and anion
exchange chromatography)


c c 2.5 2.4 b 0.8


a No data provided or available. b Not detected. c Inactive.
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insertion across the central C-C bond of benzil and 2,3-bu-


tanedione at ambient temperature and pressure. These com-


plexes also catalyzed facile O-atom transfer to the C-H bond


of CH3CN to form glycolonitrile. (Figure 5) These observations


are significant because they illustrate that an appropriately


designed trinuclear CuICuICuI cluster, upon activation with


dioxygen, can mediate facile O-atom transfer to organic sub-


strates similar to the chemistry catalyzed by pMMO to sim-


ple alkanes. An important difference is that our model


tricopper complexes form weak transient complexes with


acetonitrile, benzil, and 2,3-butanedione, whereas they do not


have comparable affinity for hydrocarbon substrates. Never-


theless, preliminary evidence for the hydroxylation of hex-


ane was also suggested.30


Rebuilding Three Copper Ions into Site D in
the Crystal Structure
Assuming that the overall fold of the Cu3-pMMO is not dra-


matically compromised by the loss of the remaining copper


ions, we have made an attempt to rebuild copper ions back


into the protein scaffold.16 This effort has led to a tricopper


cluster at site D (Figure 6). A trinuclear CuIICuIICuII cluster


capped with a µ-oxo was computationally modeled into the


site taking into account favorable side-chain rotomers, poten-


tial hydrogen bonding interactions, and metal-ligand bond


and angle geometries and optimizing the geometry of the res-


idues and the metal ions to minimize the energy of the mod-


eled tricopper site. The coordinated ligands and the geometry


of the cluster, including the Cu-Cu and Cu-O distances, are


all reasonable demonstrating the feasibility of pMMO to


accommodate a tricopper cluster. The ligands to the copper


atoms in the model are as follows: PmoC Glu154 and PmoA


His38 for Cu1; PmoA Met42 and Asp47 for Cu2; and PmoA


Asp49 and Glu100 for Cu3. The carbonyl of PmoA Ala41


refines to a position where it can also bind Cu2. The trinuclear


CuIICuIICuII structure modeled here would correspond to that


of the fully oxidized cluster after turnover by dioxygen in the


absence of hydrocarbon substrate.


The electrostatic energy of the protein should be signifi-


cantly reduced by rebuilding the tricopper cluster into site D.


The oxidized tricopper cluster with the capped O2- is electri-


cally neutral. When the cluster is reduced, the site bears a


charge of -1 only. Accordingly, it is unreasonable for the cav-


ity at site D to harbor the hydrophilic cluster without the cop-


per ions.


The Search for the Substrate Binding Site
Given that the oxidation of hydrocarbons mediated by pMMO


involves a direct concerted O-atom insertion mechanism, there


must be a binding pocket for the hydrocarbon substrate in


close proximity to the catalytic site. This pocket must be capa-


ble of accommodating only the limited number of substrates


known to be oxidized by the enzyme. It follows then that if the


function of one of the copper sites (sites A or C, B, and D) is


to mediate the O-atom transfer from the copper ions to the


hydrocarbon substrate, the hydroxylation site should embrace


both this copper site and the hydrophobic cavity for the hydro-


carbon substrate. In the concerted mechanism, the “O” atom


harnessed by the copper complex must enter into a transi-


tion state with the C-H bond that is being activated.


Accordingly, we searched for possible binding site(s) for the


hydrocarbon substrate within the three-subunit R�γ mono-


mer and used this information to home in on the oxidation


site. Pentane was selected as the ligand to search for possi-


ble binding site(s) in the receptor protein based on the sub-


strate specificity of pMMO. The search was carried out using


the binding sites prediction program Dockligand (LigandFit) on


Discovery Studio 1.7 (Accelrys Software Inc.). Pentane was


chosen because it represented the substrate with the largest


surface area and volume that could be oxidized by the


enzyme. Apparently, all substrates of pMMO use the same


binding pocket, including acetylene, the suicide substrate that


modifies His38 of PmoA at site D.


We first subjected the published crystal structure to the Glo-


bal Protein Surface Survey (GPSS) analysis on the GPSS Web


site, http://gpss.mcsg.anl.gov. The GPSS PyMOL plugin was


applied to the pMMO protein monomer (PDB ID WS_1YEW1),


which was constructed from the PDB model of 1YEW. The cal-


culations yielded 122 CASTp surfaces, but on the basis of the


surface area and volume of the cavity required to accommo-


date pMMO substrates, the most probable site was determined


to be the hydrophobic pocket previously identified near site D


in the structure adjacent to the tricopper cluster that had been


modeled into the crystal structure (Figure 7A).


SCHEME 1. Ligands Used To Construct the [CuICuICuI(L)]1+


Complexes
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In support of the GPSS analysis, the same binding site was


also predicted by Dockligand (LigandFit). This putative hydro-


phobic pocket was sufficiently long to bind only C1-C5


hydrocarbons, and it was wide enough to accommodate only


FIGURE 4. (A) ORTEP representation of [CuIICuIICuII(7Et)(O)]2+(BF4
-)2; (B) 4 K EPR spectrum of [CuIICuIICuII(7-Et)(O)]2+(BF4


-)2 in CH3CN.


FIGURE 5. “Singlet oxene” insertion into C-C bonds (benzil and 2,3-butanedione) and a C-H bond (acetonitrile) mediated by [CuICuICuI(L)]1+


complexes upon activation by dioxygen.
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straight-chain alkanes. The hydrophobic “channel” was lined


by the aromatic residues Trp48, Phe50, Trp51, and Trp54 of


PmoA, the 28-kDa subunit, and was “closed” at one end (Fig-


ure 7B). Located at the open substrate entrance to the pocket


was Gly46. With the “probing” hydrocarbon substrate fully


inserted into the pocket, the putative tricopper cluster was


directed at the secondary carbon of the substrate near the


depth of the pocket, perfectly poised for O-atom transfer to


this secondary carbon when the tricopper cluster was activated


by dioxygen. In this molecular model, the HR of the C2 car-


bon was directly facing site D (side view; inset, end view). Con-


certed O-atom insertion from a dioxygen-activated tricopper


cluster at site D would lead to the formation of the (2R)-pen-


tan-2-ol. Reorientation of the pentane molecule within the


same pocket would subject the HS of the C2 carbon toward


site D. In this configuration, O-atom transfer would result in


FIGURE 6. Tricopper cluster modeled as CuIICuIICuII with capping “oxo” at site D of the crystal structure. The amino acid side chains
coordinating the three copper ions are as follows: Cu1, PmoA His38 and PmoC Glu154; Cu2, PmoA Asp47 and Met42; Cu3, PmoA Asp49
and Glu100.


FIGURE 7. (A) The hydrophobic pocket adjacent to the site of the putative tricopper cluster (site D), with the amino acid residues forming
the cavity highlighted by CPK modelssinset, the most probable CASTp surface calculated from the GPSS program; (B) Discovery Studio
modeling of the pentane molecule within the hydrophobic pocket (lined by Gly46, Trp48, Phe50, Trp51, and Trp54), showing an orientation
of the hydrocarbon (side view) with the HR atom of the C2 carbon directed at site D of pMMOsinset, an end view of the site showing an
orientation of the activated oxygen of the tricopper cluster directed at C2-HR of the pentane. The amino acid residues associated with the
hydrophobic cavity are denoted in green, and those associated with the tricopper cluster in site D are denoted in yellow.
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(2S)-pentan-2-ol as the product. Experimentally, only (2R)-pen-


tan-2-ol and (2S)-pentan-2-ol were observed (ee ) 80%).2


The above analysis argues for a hydrophobic substrate-


binding site in pMMO located within 6 Å of site D of the crys-


tal structure adjacent to the site of the tricopper cluster that


has been implicated in the catalytic chemistry. Sites A, B, and


C are, respectively, ∼40, 26, and 13 Å away from the hydro-


phobic pocket identified here, too far for direct concerted


O-atom insertion into a C-H bond.16,17,21


The O-Atom Transfer Process in pMMO
We have conjectured that the “active” species that promotes


O-atom insertion in pMMO is a mixed-valence [CuIICuII(µ-


O)2CuIII]3+ intermediate formed following reaction of a


reduced trinuclear [CuICuICuI]3+ cluster with dioxygen.1 The


main features of this mechanism are illustrated in Figure 8.


Although only two of the three reducing equivalents are


required for hydroxylation chemistry, the third reducing equiv-


alent in the hydroxylation cluster facilitates the efficient


O-atom transfer based on the concerted “singlet oxene” inser-


tion into the C-H bond.20


In principle, O-atom transfer to a C-H bond could also be


mediated by a dinuclear copper cluster.19,21,31 Activation of a


CuICuI complex by dioxygen could lead to a bis(µ-oxo)CuII
-


ICuIII species, the structurally related (µ-η2:η2-peroxo)CuIICuII, or


(hydroperoxo)CuIICuII species. A “singlet oxene” transfer from


the bis(µ-oxo)CuIIICuIII species to a hydrocarbon substrate could


take place when one of the bridging µ-oxos is in a position to


form an appropriate transition state complex with the C-H


bond. In fact, the chemistry proceeds on a “singlet” reaction


potential surface without spin crossover just as in the case of


a mixed-valent [CuIICuII(µ-O)2CuIII]3+. Most bis(µ-oxo)CuIIICuIII


species are, however, inert toward this process.31 Density func-


tional theory (DFT) calculations indicate that it takes consid-


erable stretching of the two Cu-O bonds to reach the


transition state, so the kinetic barrier is significantly higher


than in the case of the mixed-valent [CuIICuII(µ-O)2CuIII]3+ spe-


cies.20


Direct O-atom transfer from a dicopper complex to an


exogenous ligand is rare. More likely, the activated dicopper


complex is degraded internally via intramolecular proton-cou-


pled electron transfer from the ligand to reduce the dicopper


cluster, followed by •OH radical recombination to the ligand


oxidized. Indeed, if the bis(µ-oxo)CuIIICuIII is reductively acti-


vated by an external reducing equivalent, the complex


becomes significantly more reactive toward exogenous sub-


strates.20 But then the O-atom transfer occurs via hydrogen


atom abstraction followed by radical recombination, and the


stereochemistry of the process is dramatically different from


the concerted direct O-atom insertion highlighted above.


Theoretical analysis of the overall problem, indeed, indi-


cates that the putative tricopper cluster offers a significantly


more facile pathway for alkane hydroxylation compared with


the traditional or mixed-valent dicopper cluster. Chen and


Chan20 have carried out DFT calculations directed toward elu-


cidation of the C-H bond activation mechanisms that might


be adopted by pMMO in the case of methane. Three of the


most probable models were considered: (i) the trinuclear [CuII
-


CuII(µ-O)2CuIII]3+ species 1 proposed by Chan et al.,1 (ii) the


most frequently used model, the bis(µ-oxo)CuIIICuIII complex 2,


and (iii) the mixed-valent bis(µ-oxo)CuIICuIII complex 3


(Scheme 2). First-order rate constants at 300 K for the O-atom


transfer step based on the kinetic barrier for the formation of


the transition state in the case of complexes 1 and 2 and for


the rate-limiting hydrogen abstraction step for complex 3 are


summarized in Table 2. It is evident from these results that the


trinuclear [CuIICuII(µ-O)2CuIII]3+ complex 1 offers the most fac-


ile pathway, and it yields a KIE (kH/kD) in agreement with


experiment. The KIEs (∼5) associated with the concerted


oxene-insertion process mediated by both complexes 1 and


2 are dramatically different from the value of ca. 50 predicted


for the direct hydrogen atom abstraction chemistry mediated


by complex 3. Since these kinetic isotope effects include quan-


tum mechanical tunneling corrections, they may be compared


directly with experiment. It would seem that these results fur-


ther bolster our case for a tricopper cluster in pMMO.


FIGURE 8. Details of the adiabatic “singlet oxene” transfer from a
dioxygen activated tricopper cluster to methane to form the
transition state. The v and V denote “up” and “down” directions of
the unpaired electron spins. (Reproduced from ref 1).


SCHEME 2. Three Possible Models of the Activated pMMO Active
Site Used in the DFT Calculations
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Summary
We believe important strides have been made toward under-


standing the structure and function of pMMO with the recent


crystal structure of the Cu3-enzyme and the efforts that we


have made toward rebuilding the missing copper ions into the


protein structure in order to reconcile the X-ray crystal struc-


ture with the wealth of biochemical and biophysical data com-


piled over the past two decades. Specifically, we believe that


we have made a strong case for a tricopper cluster in pMMO


and have delineated the role of this novel structure in medi-


ating facile O-atom transfer to organic substrates. This tricop-


per cluster, together with the mononuclear and dinuclear


copper cofactors seen in the crystal structure, presumably


accounts for the six copper ions required for the turnover of


the enzyme. At the very least, a minimal structural framework


is now in place, and we can begin to address a number of


issues relating to the structure and function of this interest-


ing enzyme.
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C O N S P E C T U S


Laser ablation harnesses photon energy to remove mate-
rial from a surface. Although applications such as laser-


assisted in situ keratomileusis (LASIK) surgery, lithography, and
nanoscale device fabrication take advantage of this process, a
better understanding the underlying mechanism of ablation in
polymeric materials remains much sought after.


Molecular simulation is a particularly attractive technique to
study the basic aspects of ablation because it allows control over specific process parameters and enables observation of
microscopic mechanistic details. This Account describes a hybrid molecular dynamics-Monte Carlo technique to simulate
laser ablation in poly(methyl methacrylate) (PMMA). It also discusses the impact of thermal and chemical excitation on the
ensuing ejection processes.


We used molecular dynamics simulation to study the molecular interactions in a coarse-grained PMMA substrate fol-
lowing photon absorption. To ascertain the role of chemistry in initiating ablation, we embedded a Monte Carlo protocol
within the simulation framework. These calculations permit chemical reactions to occur probabilistically during the molec-
ular dynamics calculation using predetermined reaction pathways and Arrhenius rates. With this hybrid scheme, we can exam-
ine thermal and chemical pathways of decomposition separately.


In the simulations, we observed distinct mechanisms of ablation for each type of photoexcitation pathway. Ablation via
thermal processes is governed by a critical number of bond breaks following the deposition of energy. For the case in which
an absorbed photon directly causes a bond scission, ablation occurs following the rapid chemical decomposition of mate-
rial. A detailed analysis of the processes shows that a critical energy for ablation can describe this complex series of events.
The simulations show a decrease in the critical energy with a greater amount of photochemistry. Additionally, the simula-
tions demonstrate the effects of the energy deposition rate on the ejection mechanism. When the energy is deposited rap-
idly, not allowing for mechanical relaxation of the sample, the formation of a pressure wave and subsequent tensile wave
dominates the ejection process.


This study provides insight into the influence of thermal, chemical, and mechanical processes in PMMA and facilitates
greater understanding of the complex nature of polymer ablation. These simulations complement experiments that have
used chemical design to harness the photochemical properties of materials to enhance laser ablation. We successfully fit
the results of the simulations to established analytical models of both photothermal and photochemical ablation and dem-
onstrate their relevance. Although the simulations are for PMMA, the mechanistic concepts are applicable to a large range
of systems and provide a conceptual foundation for interpretation of experimental data.
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Introduction
Laser ablation is the massive removal of material that results


from photon absorption. The process is used in a wide range


of applications such as nanolithography and fabrication of


organic light-emitting diodes (OLEDs).1–3 The development of


applications, however, is mostly decoupled from the basic pro-


cesses occurring in the substrate. In polymeric materials, delin-


eating the underlying cause of ablation remains a daunting


task. The difficulties stem from the complex electronic and


vibrational effects, which could result from photon absorp-


tion, as well as the convoluted interplay between the energy


deposition and the mechanical, chemical, and structural prop-


erties of polymers. In order to untangle these complexities,


simulations are presented in this Account that elucidate vari-


ous mechanisms and provide insight into the ablation process.


In the literature, the most prevalent discussion focuses on


the influence of two main mechanisms in causing ablation.4–7


In one mechanism (photothermal), the photon absorption is


followed by rapid thermalization and ablation occurs due to


the explosive vaporization of the substrate.6,7 In the other


mechanism (photochemical), a molecule dissociates after exci-


tation to an unstable electronic state and ablation takes place


after the material decomposes.7–9 Of course, these two mech-


anisms are the two idealized limits of the process occurring


after excitation as they both undoubtedly contribute to mate-


rial removal within one experiment. Indeed, various research


groups have interpreted different photothermal and photo-


chemical mechanisms as the origin of ablation for similar


experiments.5,10–16


Though the terms “photothermal” and “photochemical” are


used to describe ablation, a microscopic description of the pro-


cesses involved in each mechanism is lacking. In experiment,


clarifying such details is complicated by the fact that the lit-


any of experimental conditions and material properties (such


as laser wavelength, fluence, pulse duration, and absorption


characteristics) each can influence an assortment of different


molecular events.5–7,9,17–21 For example, a variation in the


laser wavelength causes significant changes in excitation and


decomposition at the molecular level.13,16,17,22,23 When ultra-


violet (UV) and visible wavelengths are used, the energy avail-


able per photon is able to directly cause bond cleavages or


themally breakdown molecules. When infrared (IR) wave-


lengths are used, thermal decomposition of molecules may


take place.23–25 When other conditions such as the laser flu-


ence and absorption characteristics are varied, the effects can


range from local perturbation of molecules to mesoscopic


ejection.9,19,26,27 These examples illustrate that a consistent


approach is needed to individually examine the impact of


each aspect on the mechanisms of ablation.


An ideal technique for observing the effects of microscopic


events in ablation is molecular dynamics (MD) simulation. MD


simulations provide environments in which specific conditions


such as fluence, wavelength, pulse width, and even chemis-


try can be incorporated and tested separately to observe their


effects. By specifying interaction potentials and integrating the


classical equations of motion, the trajectories of particles are


calculated and various system properties such as energy, tem-


perature, and pressure are stored at time intervals.28 MD has


successfully been utilized to describe the process of ablation


from the microscopic atomic excitations to the mesoscopic


ejection of material.29–33 For instance, simulations provided a


detailed description of ablation of a molecular solid with the


appearance of clusters of substrate among the ejecta.34 Addi-


tionally, photochemistry was included in simulations of chlo-


robenzene, and the energetics of the system were shown to


play an important role in the ejection mechanism.35,36


This Account reports on the mechanisms of ablation in a


poly(methyl methacrylate) system using an integrated


approach to classically treat the photoexcitation and decom-


position process. A method is described that permits wide-


spread reactions to occur probabilistically during a MD


simulation. Both photothermal and photochemical processes


are studied, and their effects on the conditions necessary to


achieve ablation are detailed. Connections between the sim-


ulations, analytical models, and experiment are illustrated.


The Simulation Model
The nature of the material-light interaction in polymeric sys-


tems leading to ablation is extremely intricate, and no single


simulation technique can appropriately capture the length and


time scale involved. The process involves electronic or vibra-


tional excitation, energy transfer, material decomposition,


chemical reactions, and pressure fluctuations, as well as a


dependence on the material properties, which includes chem-


ical composition and molecular weight. While MD simulation


cannot include all of these effects, it provides the most rea-


sonable solution to observing how microscopic behavior can


influence the ejection process on an experimentally relevant


time scale.


The novel strategy that we have developed incorporates


activated chemical reactions within a MD simulation without


using complicated and computationally intensive potential


functions.36,37 This hybrid Monte Carlo (MC)-MD protocol is


presented as a flowchart in Figure 1. The trajectories of the


particles in the system are determined using the classical
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equations of motion. During the calculation, photons are


absorbed by the substrate either thermally or photochemi-


cally when the simulation time is less than the laser pulse


width. For photothermal absorption, we assume very rapid


thermalization of the photon, and the energy heats a mono-


mer unit around the absorption center. In photochemical


absorption, we assume that a high-energy photon excites a


molecule into a repulsive state and a covalent bond is bro-


ken forming two radical species. The quantum yield for this


particular absorption channel is unity. If the photon does not


have sufficient energy to break a covalent bond, photother-


mal absorption occurs. Radicals are tagged and attempt to


react during the simulation. For each radical, there is a pre-


determined set of reaction pathways that it can traverse based


on known mechanisms. At each time step, the Arrhenius reac-


tion rates are calculated using activation energies and the


local temperature for all possible pathways. The survival prob-


ability is then calculated using the total forward reaction rate


(the sum of all the possible reactions rates) and the radical


existence time. A random number is chosen, and if the num-


ber is less than the survival probability, the radical remains


unchanged and continues to the next time step; else a reac-


tion is attempted. If a reaction is attempted, another random


number selects a reaction pathway based on the relative


weight of each reaction rate. The reaction is performed by


changing the reactants to product species and measuring the


reaction energy. If the energy matches the experimental


chemical reaction energy, the reaction is accepted, and the


energy of the system is adjusted accordingly with the


enthalpy. If the energy does not match, a steepest descent


algorithm is used to reorganize and optimize the reactant state


positions in order for the calculated energy to match the


desired energy after the reaction is performed. If the optimi-


zation attains the experimental energy with minimal changes,


the reaction is accepted; else the reaction is rejected. It is


important to note that this model does not predict chemistry


but includes the effects of chemistry in the ablation simula-


tions. A detailed account of this procedure is given in ref 37.


In designing a model system to study the thermal and pho-


tochemical processes, we chose poly(methyl methacrylate), or


PMMA, as a substrate. PMMA was chosen due to the wealth


of experimental data available on laser interactions with


PMMA along a wide range of experimental conditions, and


moreover, PMMA exhibits significant photochemistry and


diversity among the photoproducts.5,9,10,13,14,17,22,38 Rather


than an atomistic depiction of a PMMA molecule, the simula-


tions use coarse-graining where the functional groups C, CH2,


CH3, O, and CdO are each represented by a single united


atom, see Figure 2. The use of united atoms eliminates the


expensive C-H and CdO bond vibrations while retaining the


necessary chemical information needed in the reaction


scheme. The products that form following photoexcitation are


well-documented in the literature.10,13,17 A representative set


of reactions is used in the simulations that includes gas and


small molecule formation such as carbon monoxide, carbon


dioxide, methane, methanol, methyl formate, and MMA


monomer. Double-bonded carbons also are able to form from


two adjacent bonded radicals. The activation and reaction


FIGURE 1. The flowchart for the Monte Carlo protocol, which
includes chemical reactions during the MD simulations, where t is
the simulation time and E is energy.


FIGURE 2. The chemical structure of a monomer unit of PMMA
with the corresponding coarse-grained representation
superimposed over it. The main chain C-CH2 bond and side chain
C-CO bonds are directly cleaved in the photochemical simulations.
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energies for each species have been determined from elec-


tronic structure calculations.39 By including a multitude of


reaction products, we can extend our discussion of photo-


chemical effects to aid in the understanding of ablation mech-


anisms of other substrates where similar processes may occur.


For example, the exothermic decomposition of a triazene poly-


mer into elemental nitrogen following laser irradiation has


been well-described experimentally.40,41 While our simula-


tions do not include this specific polymer or reaction, the exo-


thermic formation of gas particles is included and the


correlation between the presence of gas molecules, the energy


released, and the ensuing ablation can be ascertained.


The MC-MD model allows a tractable PMMA polymer sys-


tem to be used to study the mechanisms of ablation. Figure


3 displays the computational setup used in the simulations.


The system consists of 951 polymer chains with each con-


taining 19 monomer units (109 365 particles) in a 51 Å × 51


Å × 936 Å cell. Periodic boundary conditions are used on the


two sides of the sample allowing the simulation of the cen-


ter of a laser pulse. A pressure-absorbing boundary condition


is used at the bottom, which mimics an infinite sample and


negates the reflection of a propagating pressure wave in the


sample.37,42 Photons are absorbed exponentially along the


depth of the sample according to Beer’s law using a penetra-


tion depth of 100 Å. Pulse widths of 5 and 150 ps are used


in the simulations. A pulse width of 150 ps is within the ther-


mal confinement regime for this sample; that is the thermal


energy is deposited in the sample faster than it is able to dis-


sipate by thermal conduction and is confined to the absorb-


ing volume.43 A pulse width of 5 ps is within the pressure and


thermal confinement regimes as the energy is deposited faster


than the sample mechanically or thermally relaxes.43–45 Upon


absorption, the photothermal and photochemical channels are


modeled in separate simulations to individually examine dif-


ferent excitations channels and detail their effects on the con-


ditions necessary to achieve ablation.


The simulation parameters described above provide a con-


trolled environment for the examination of several simula-


tion mechanisms. In contrast, a complex set of interconnected


properties of the polymer plays a role in initiating ablation in


experiment. For example, at a given wavelength, the precise


branching ratios among thermal energy deposition and vari-


ous photochemical pathways remain elusive. Further compli-


cations arise in varying the laser wavelength where the


absorption coefficient and, presumably, the branching ratios


among the excitation channels change.9,13,25 The interlinked


nature of such experimental factors does not allow for a


detailed experimental study of the effects of a one-parame-


ter change on the ablation process. Though parameters such


as the experimental absorption coefficients and multiple nano-


second pulses are beyond the scope of MD, the simulations


are ideal for studying the separate thermal and chemical


mechanisms because the precise microscopic conditions are


unknown. Approximations therefore are made to have a rea-


sonable set of parameters (given above), which provides


insight into the thermal, chemical, and mechanical aspects of


ablation. Additionally, higher quantum yields are used than


experimentally observed13,22 to observe the maximum effects


of photochemistry on the ablation process. Because these sim-


ulation parameters do not precisely match those used in


experiment, an exact quantitative comparison between the


results of simulation and experiment is not made. The impact


of the thermal and chemical process on the mechanism of


ablation though remains valid. Therefore, the hybrid MD tech-


nique provides the best tool, and the simulation results allow


the best opportunity to qualitatively describe how molecular


interactions lead to ablation.


Excitation Channels and Ablation
Mechanisms
The pure photothermal simulations demonstrate the presence


of ablation when a critical number of bonds are broken.43,44


As an example, a simulation using 7.9 eV photons (equiva-


lent to 157 nm radiation), a fluence of 15 mJ/cm2, and a


pulse width of 150 ps is discussed here. Figure 4 displays four


snapshots of the simulation and the corresponding plots of the


fraction of particles with thermally broken bonds as a func-


tion of depth. In each snapshot, the red and gray beads are


FIGURE 3. The computational setup for the MD simulations. Periodic boundary conditions are used on two sides of the cell simulating the
center of the laser. A pressure-absorbing boundary condition is used on the bottom of the cell to represent an infinite solid.


Mechanisms of UV Ablation in PMMA via MD Simulations Conforti et al.


918 ACCOUNTS OF CHEMICAL RESEARCH 915-924 August 2008 Vol. 41, No. 8







particles of the original polymer (see Figure 2) and yellow


beads are particles with thermally broken bonds. Initially, there


is minimal swelling of the surface of the sample, and parti-


cles predominantly evaporate from the surface. By 100 ps


(Figure 4b), the gradual thermal degradation of the sample is


shown as the fraction of particles with broken bonds increases


to approximately 0.10 and the surface has swelled by 50 Å.


In Figure 4c, the continued absorption of photons causes the


sample to swell even further by 160 ps, and the fraction of


particles with broken bonds has increased to nearly 0.20.


Ablation is realized by 200 ps (Figure 4d) with the ejection of


a large cluster of substrate. An animation of the simulation is


included as a web-enhanced object. The fraction of particles


with broken bonds on the surface of the remaining substrate


and at the bottom of the ejecting cluster is over 0.20 and indi-


cates a critical value that is common to all the pure photo-


thermal simulations. In order for ablation to occur for the


photothermal simulations, sufficient energy must be depos-


ited in the sample to cause a critical number, in this case 10%,


of the total bonds (corresponding to the 0.20 particle frac-


tion) to thermally break. It is important to note that the criti-


cal value is specific to the polymer system studied. Longer


polymer chains give rise to higher levels of entanglement and


would require more thermal decomposition for ablation to


occur.19,20


In comparison, when photochemistry is introduced into the


system, the mechanism of ablation includes chemical decom-


position decreasing the connectivity of the sample followed by


thermally induced cluster ejection.43,45,46 Two different chan-


nels of photochemistry are investigated for PMMA. In one


case, the absorption of a photon leads to the direct scission of


the side chain, and a carbon radical on the main chain and a


methyl formate radical are formed (Norrish type I reaction).


Following this bond cleavage, further chemical reactions pro-


duce small molecules such as CO, CO2, CH4, CH3OH, and


HCOOCH3, as well as double-bonded carbon on the main


chain. In the other case, a photon cleaves the main chain


C-CH2 bond (Norrish type II) forming two radicals. Unzipping


of the polymer to form MMA can occur, and other chemical


reactions eliminate CH3 from the main chain, form double-


bonded carbon atoms on the main chain, and produce meth-


ane. For the discussion of ablation with photochemistry, a


Norrish type I simulation is examined using the same pho-


ton energy (7.9 eV), fluence (15 mJ/cm2), and pulse width


(150 ps) as the photothermal case. In Figure 5, a series of five


snapshots is given showing the time evolution of the simula-


tion along with the plots of density as a function of depth. The


same colors designate the original polymer as in the snap-


shots of Figure 4. The green beads represent various gaseous


molecules, the blue beads represent double-bonded carbon


atoms, and the yellow beads represent radicals. Two lines are


displayed in each density plot corresponding to the total den-


sity at a given depth (black) and the contribution of the trans-


formed material (e.g., radicals, gaseous particles, and double-


bonded carbon) to the density (red). In this mechanism of


ejection, there is rapid formation of gas molecules, which is


visible by 50 ps (Figure 5b). These gases begin to stream out,


and by 100 ps (Figure 5c), the sample has been hollowed out


such that a small cluster composed of mostly transformed


material has ejected. The upper layers of the sample undergo


rapid and complete decomposition, and in Figure 5d, abla-


tion sets in as large quantities of this transformed material


FIGURE 4. A series of snapshots of a photothermal simulation
using a fluence of 15 mJ/cm2, a penetration depth of 100 Å, and a
pulse width of 150 ps. The gray and red particles are the original
polymer molecules and the yellow particles represent molecules
with thermally broken bonds. A plot of the fraction of particles with
thermally broken bonds as a function of depth is included with
each snapshot. The fraction is only plotted for the bulk material
and ejected cluster.


�w An animation of this simulation in mpg format is available.
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eject at 150 ps. Eventually, the ejection of a large cluster of


substrate is observed at approximately 200 ps (Figure 5e) as


the transformation of material has decreased the cohesive


energy and connectivity between the cluster and the substrate.


The ejection of the cluster is thermal in nature, as the gases


trapped below do not cause the buildup of high pressure. An


animation of this photochemical simulation is included as a


web-enhanced object. For the Norrish type II simulations, the


mechanism of ablation is similar except the substrate predom-


inantly decomposes into MMA monomer and polymer


fragments.


The simulations discussed above illustrate mechanisms


where pressure does not contribute to the ejection process. In


contrast, MD simulations of molecular solids have shown that


when a sufficiently short pulse is used the substrate becomes


stress confined, and pressure is a major contributor in caus-


ing ablation.34 Likewise, PMMA simulations using a short


pulse show that pressure can play a role in initiating


ablation.43,44 In Figure 6, the pressure profile at a depth of


100 Å below the surface is shown as a function of time for


photothermal and photochemical (Norrish type I) simulations


using 7.9 eV photons, a fluence of 15 mJ/cm2, and pulse


FIGURE 5. A series of snapshots of a photochemical simulation
with direct side chain cleavage (Norrish type I) and formation of
gaseous molecules using a fluence of 15 mJ/cm2, a penetration
depth of 100 Å, and a pulse width of 150 ps. The gray and red
particles are the original polymer molecules, and the yellow, green,
and blue particles represent radicals, gas molecules, and double-
bonded carbon, respectively. A plot of density as a function of
depth is included with each snapshot. The black line is the density
of the all the particles, while the red line is the density of the
transformed material.


�w An animation of this simulation in mpg format is available.


FIGURE 6. Pressure at a depth of 100 Å below the surface plotted
as a function of time for (a) 5 ps pulse width and (b) 150 ps pulse
width simulations using a fluence of 15 mJ/cm2 and a penetration
depth of 100 Å. The photothermal simulations are indicated by the
solid lines while the Norrish type I photochemical simulations are
indicated by the dashed lines.
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widths of 5 ps (a) and 150 ps (b). A pressure wave moving


throughout the substrate is apparent with the 5 ps pulse and


negligible for the 150 ps pulse. The stress on the system


results in a more violent ejection process using the short pulse.


For the photothermal case, the propagating compressive pres-


sure wave is followed by a tensile wave, which forms as the


pressure wave reflects off the surface. The high stress on the


sample (which is greater than the tensile strength of the mate-


rial) contributes to the fracture of bonds and the resulting high


velocity material ejection. In the short pulse photochemical


simulation, the rapid deposition of energy causes the forma-


tion of the pressure wave, which has a larger magnitude than


the compressive pressure wave of the photothermal simula-


tion at the same fluence. This higher pressure is due to the


decomposition of the material into gases and small molecules.


Additionally, the tensile pressure observed in the photother-


mal simulation is absent in the photochemical case. The


change in the composition of the material from an intercon-


nected, amorphous polymer to gases and small molecules


largely prevents the formation of a tensile wave. The pres-


sure effects on ablation in the polymer simulations can be


compared with experimental work.11,47 In the experimental


studies, the rapid deposition of heat or formation of photo-


products creates an acoustical wave in polymeric materials,


which assists in the ejection of material.


Impact of Photochemistry
A common element in the simulations is that ablation occurs


after degradation of material. An examination of the ablation


thresholds and the amount of material ejected for the photo-


thermal and photochemical cases reveals the enhancement in


ablation due to photochemistry. In Figure 7, the yield mea-


sured in MMA equivalents resulting after excitation is plotted


as a function of fluence for the photothermal, the Norrish type


I and the Norrish type II simulations using a 7.9 eV photon


energy and a pulse width of 150 ps. A dramatic increase in


the number of particles ejected (approximately an order of


magnitude) demarcates the threshold between the ablation


and desorption regions. Observation of large clusters of sub-


strate in the plume also characterizes the ablation regime,


while in the desorption regime, small particles (gas molecules


and polymer fragments) evaporate from the surface.34,43 The


threshold fluence is realized in the simulations when the


amount of ejected material is approximately 800-1000 MMA


units. This yield corresponds to the appearance of clusters of


substrate within the plume as shown in the snapshots of Fig-


ures 4 and 5.


In comparing the photothermal and photochemical results,


the excitation channel used significantly affects the ablation


threshold and yield. The Norrish type I simulation has the low-


est threshold and the largest amount of material ejected, while


the photothermal simulation has the highest threshold and the


least amount of material ejected. In the Norrish type I set of


simulations, photochemical bond cleavages are followed by


rapid chemical decomposition of material, and ablation occurs


with a comparatively low fluence (fewer number of photons).


In contrast, the photons in the photothermal simulations are


absorbed as heat and do not directly break bonds. In the


absence of chemical reactions, the material maintains its orig-


inal connectivity, and the amount of energy required to heat


the system and mechanically break bonds for ablation is sup-


plied with a higher fluence (greater number of photons). The


effect of photochemistry is further illustrated with the Norrish


type II simulations where the photons are absorbed both pho-


tothermally and photochemically. Since there are direct bond


cleavages and further chemical reactions, rapid material break-


down occurs. The photochemical quantum yield, however, is


lower than the Norrish type I simulations, which is reflected in


the shift in the threshold. An enhancement in the yield with


photochemistry can also be observed when lower energy pho-


tons are used.46 Though absorption characteristics differ with


changing photon energy, or wavelength,9 the simulations do


not include this change in parameter and only examine the


energetic and chemical effects, not quantum yields. If the


same penetration depth is used, a greater number of lower


energy photons are absorbed by the substrate at a given flu-


ence. More photochemistry and material decomposition occur


resulting in a larger yield.


The simulations highlight the effects of photochemistry in


the ablation process and are complementary to experimen-


FIGURE 7. The yield in MMA equivalents plotted as a function of
fluence for the photothermal (b), Norrish type I (9), and Norrish
type II ([) simulations using 7.9 eV photons and a 150 ps pulse
width.
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tal studies. The simulations demonstrate that by increasing


photochemistry in a polymer system greater decomposition


takes place and ablation happens at a lower fluence. While


the exact role of such processes in initiating ablation in pure


polymers remains a subject of contention, researchers have


successfully harnessed the nature of dopants and chro-


mophores to increase photochemical activity and enhance


ablation in polymers.27,41,48–51 Studies of doped PMMA per-


formed by Srinivasan show that the photochemical decompo-


sition of the dopant leads to ablation using a wavelength that


PMMA negligibly absorbs.27 More recently, polymers have


been designed to include particular photolabile groups, which


readily decompose, release a large amount of energy, and


decrease the ablation threshold.41,48–51


Microscopic Physics and Bulk Ablation
Models
MD simulations give a detailed description of the underlying


mechanisms of ejection and are able to provide microscopic


evidence to support macroscopic models of ablation. The issue


is whether the microscopic insights connect with the macro-


scopic models of photothermal and photochemical ablation.


For example, Zhigilei and Garrison used an analytic expres-


sion to describe the amount of material ejected above the


ablation threshold for MD simulations of a molecular solid.34


In this model, a critical energy density characterizes the


amount of energy necessary to initiate ablation in surface lay-


ers. For the ablation simulations of PMMA, a critical energy


also can define ablation, but the value is affected by the


amount of photochemistry.52 When more photochemistry is


introduced into the system, there is a decrease in the energy


that must be attained at a given depth to trigger ablation. As


described in the preceding section, the Norrish type I simula-


tions have the most photochemistry occurring and result in the


lowest critical energy, approximately 3.6 eV/monomer, nec-


essary for ablation. This energy is equivalent to a single


carbon-carbon bond per monomer. Since less photochemis-


try occurs during the Norrish type II simulations, a higher crit-


ical energy describes the condition for ablation. The highest


critical energy of approximately 7 eV/monomer is required for


ablation of the pure photothermal simulations. In that case,


the photons do not directly cleave the bonds and chemical


reactions in the material do not occur. Consequently, the larg-


est amount of energy is needed.


Further comparisons can be made between the results of


the photothermal simulations and analytical models of abla-


tion. The bulk photothermal model given by Bityurin describes


ablation in polymers as the systematic removal of material fol-


lowing the thermally induced formation of broken bonds.53


Ablation is defined when the fraction of material at the sur-


face attains a critical number of broken bonds. We have


shown that in the photothermal simulations of PMMA, a crit-


ical number of broken bonds is observed before cluster ejec-


tion begins. When the evolution of the broken bonds in the


simulations is fit to the appropriate part of the analytical


model, there is good agreement to the functional form and


the numerical values of the parameters.43 The photothermal


simulations therefore substantiate the thermal model of


Bityurin.


The ablation mechanisms described by the photochemi-


cal simulations also supplement analytical models of poly-


mer ablation. Detailed models of photochemical modification


of material are found in the literature.8,17,54–56 The model of


Kalonartov proposes that ablation happens in two steps begin-


ning with the photolytic decomposition of material followed


by thermally activated ejection of material.55 Our simulation


data fit well to the model; however, the small molecules are


not accounted in our fits because their ejection is not


described by this model.43 As discussed in the previous sec-


tions, the formation and ejection of small molecules are


important contributors to the ablation process, and a more


complete description is warranted.


Concluding Remarks
Molecular simulation is able to advance the understanding of


ablation in polymeric materials by elucidating the microscopic


effects of chemistry on the ejection process. The methodol-


ogy described in this Account allows for various mechanisms


of polymer ablation to be studied using a straightforward MC


reaction scheme embedded within a MD simulation. From the


simulations, the presence of photochemistry is shown to lead


to the rapid transformation of the polymer into gas and


smaller fragments. With an increasing amount of this type of


chemical decomposition, the cohesive energy of the substrate


is reduced, less energy is required to initiate ejection, and


lower ablation thresholds are observed. Considering the impli-


cations of these findings, promoting photochemical reactions


in laser-material interactions is advantageous in setting abla-


tion with a minimal amount of input energy. Continued


research to advance the understanding of the interplay


between photoprocesses and ablation in polymeric materials


remains a challenging yet fruitful endeavor.
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C O N S P E C T U S


In 1980, Sharpless and Katsuki introduced the asymmetric epoxidation of prochiral allylic alcohols (the Sharpless-Katsuki
asymmetric epoxidation), which enabled the rapid synthesis of highly enantioenriched epoxy alcohols. This reaction was


a milestone in the development of asymmetric catalysis because it was the first highly enantioselective oxidation reaction.
Furthermore, it provided access to enantioenriched allylic alcohols that are now standard starting materials in natural prod-
uct synthesis.


In 1981, Sharpless and co-workers made another seminal contribution by describing the kinetic resolution (KR) of race-
mic allylic alcohols. This work demonstrated that small-molecule catalysts could compete with enzymatic catalysts in KRs.
For these pioneering works, Sharpless was awarded the 2001 Nobel Prize with Knowles and Noyori.


Despite these achievements, the Sharpless KR is not an efficient method to prepare epoxy alcohols with high enantio-
meric excess (ee). First, the racemic allylic alcohol must be prepared and purified. KR of the racemic allylic alcohol must be
stopped at low conversion, because the ee of the product epoxy alcohol decreases as the KR progresses. Thus, better meth-
ods to prepare epoxy alcohols containing stereogenic carbinol carbons are needed.


This Account summarizes our efforts to develop one-pot methods for the synthesis of various epoxy alcohols and allylic epoxy
alcohols with high enantio-, diastereo-, and chemoselectivity. Our laboratory developed titanium-based catalysts for use in the syn-
thesis of epoxy alcohols with tertiary carbinols. The catalysts are involved in the first step, which is an asymmetric alkyl or allyl
addition to enones. The resulting intermediates are then subjected to a titanium-directed diastereoselective epoxidation to pro-
vide tertiary epoxy alcohols. Similarly, the synthesis of acyclic epoxy alcohols begins with asymmetric additions to enals and sub-
sequent epoxidation. The methods described here enable the synthesis of skeletally diverse epoxy alcohols.


1. Introduction


Great progress has been made in the develop-


ment and application of methods for the synthe-


sis of complex natural products. Given sufficient


time, resources, and personnel, the synthesis of


even the most complex targets is either achiev-
able or feasible. Thus, synthetic organic chemis-
try is often considered a mature field. Many
syntheses, however, require numerous synthetic
steps and purifications, ultimately producing
minute quantities of the final product. Although
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organic synthesis may be mature, there is a great deal of


room for improvement! One approach to streamline organic


synthesis is to perform reactions in tandem, circumventing the


traditional isolation and purification of each intermediate.


This Account details our development of novel tandem


reactions for the synthesis of epoxy alcohols with excellent


control over enantio-, diastereo-, and chemoselectivity. Enan-


tioenriched epoxy alcohols are among the most widely uti-


lized precursors in asymmetric synthesis.1,2 Efficient and


highly stereoselective methods to prepare these valuable


building blocks will facilitate both target- and diversity-ori-


ented synthesis.


The first step in these tandem sequences involves an asym-


metric organozinc or allylstannane addition to an unsatur-


ated ketone or aldehyde. The resulting allylic alkoxide


intermediate is then subjected to a diastereoselective epoxi-


dation to establish up to two additional stereogenic centers.


2. Tandem Enantioselective Additions to
Enones and Diastereoselective
Epoxidations
Our initial epoxy alcohol synthesis begins with the asymmet-


ric alkylation of enones. Although many efficient and highly


enantioselective catalysts have been reported for the alkyla-


tion of aldehydes,3 the same catalysts usually exhibit little or


no reactivity with ketones. This reactivity difference stems


partly from the lower affinity of Lewis acids for ketones rela-


tive to their aldehyde counterparts. Likewise, asymmetric reac-


tions with ketones are more challenging than those with


aldehydes because discrimination of the enantiotopic faces of


the ketone carbonyl is more difficult. With both lone pairs syn


to non-hydrogen substituents, the lone pairs often have sim-


ilar steric environments, unlike those in aldehydes. Thus, it is


not surprising that a long-standing challenge in asymmetric


catalysis had been the synthesis of tertiary alcohols with high


enantioselectivity.


2.1. The First Highly Enantioselective Catalyst for


Ketone Alkylations. In 2002, we disclosed the first highly


enantioselective catalyst for the asymmetric addition of alkyl


groups to ketones. Our catalyst employs the bis(sulfonamide)


diol ligand (1, Scheme 1).4,5 Both enantiomers of 1 are eas-


ily synthesized from commercially available materials and


have recently become commercially available from Aldrich.


The Lewis acid catalyst formed on reaction of titanium tetrai-


sopropoxide and the bis(sulfonamide) diol ligand promotes


the addition of alkyl-,4,6-8 phenyl-,9,10 vinyl-,11,12 and dienylz-


inc reagents12 to ketones with enantioselectivities typically


>90%.13 A crucial element of the ligand is the diamine back-


bone. Substitution of trans-1,2-diaminocyclohexane in 1 with


trans-1,2-diaminocyclopentane resulted in a significant reduc-


tion in activity and enantioselectivity, probably due to the


increased conformational freedom of the cyclopentane ring.14


2.2. One-Pot Asymmetric Addition/Diastereoselective
Epoxidation under Standard Conditions. Using the bis(sul-


fonamide) diol ligand 1 (10 mol %), we reported the asym-


metric alkylation of cyclic R,�-unsaturated enones following


the general protocol in Scheme 1.6 We also discovered that if


the initially formed alkoxide intermediate was exposed to


dioxygen, epoxidation of the allylic double bond took place


to afford syn-epoxy alcohols (Scheme 2). It is noteworthy that


the titanium complex has a dual role in this tandem sequence,


first promoting the asymmetric addition then directing the


diastereoselective epoxidation. These tandem reactions enable


the establishment of three contiguous stereogenic centers with


high enantio- and diastereoselectivity.6


A proposed mechanism for this reaction is illustrated in


Scheme 2. It is well documented that dialkylzinc reagents


readily react with dioxygen to generate zinc peroxides.15,16


We propose that the epoxidation is initiated by insertion of


dioxygen into the Zn-C bond to generate a peroxy zinc spe-


cies. Transmetalation of the zinc-bound peroxide to the tita-


nium allylic alkoxide is followed by oxygen atom transfer to


the double bond. Aqueous work up affords the epoxy alco-


hol products. In support of this proposal, we have also found


SCHEME 1. Asymmetric Addition of Alkyl, Phenyl, Vinyl, and
Dienyl Groups to Ketones with Our Catalyst Formed from Ligand 1


SCHEME 2. Proposed Mechanism for the One-Pot Asymmetric
Addition/Diastereoselective Epoxidation Reaction with Dioxygen
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that tert-butyl hydroperoxide (TBHP) can be substituted for


dioxygen in the directed epoxidation step with similar


yields.17 Presumably, the TBHP protonates an alkyl of the


dialkylzinc to generate an alkyl zinc peroxide (RZnOO-t-Bu),


which then follows the same reaction pathway. An advantage


of TBHP over dioxygen in the epoxidation is that the rate of


addition of the TBHP (5.5 M in decane) can be easily regu-


lated. In our initial report, the addition/epoxidation was con-


ducted using hexanes and toluene as solvent, which is


referred to as our “standard conditions”.6


The scope of the tandem enantioselective addition/diaste-


reoselective epoxidation under our standard solvent condi-


tions is illustrated in Table 1. 2-Substituted enones are


excellent substrates for the enantioselective addition (entries


1-6), while conjugated enones devoid of alkyl substituents R
to the carbonyl group, such as 2-cyclohexenone, give poor


enantioselectivities. Aryl-substituted enones also underwent


alkylation with high enantioselectivity, but with diminished


yields (entry 7). Epoxidations in the presence of ZnEt2 and


dioxygen (1 atm) resulted in complete conversion to the syn-


epoxy alcohols in less than 4 h. In the presence of ZnMe2,


however, epoxidations were very slow. This issue was initially


circumvented by adding 2 equiv of ZnEt2 before exposure to


dioxygen. It is noteworthy that the epoxidation is conducted


on the allylic alkoxide under aprotic conditions, making it very


different from Ti(Oi-Pr)4/TBHP epoxidation of allylic


alcohols.18,19


2.3. One-Pot Asymmetric Addition/Diastereoselective
Epoxidation under Solvent-Free Conditions. In a bid to


transform our bis(sulfonamide) diol-based catalyst into a more


efficient and environmentally friendly system, we envisioned


conducting the tandem reaction under highly concentrated or


solvent-free conditions. In a recent review on highly concen-


trated and solvent-free catalytic asymmetric reactions,20 we


defined highly concentrated reactions as those that use <5


equiv of solvent relative to substrate and solvent-free reac-


tions as those with less than a 5-fold excess of one of the


reagents relative to substrate. We hypothesized that reduc-


ing the amount of solvent in the ketone alkylation would


increase catalyst and reagent concentrations and could raise


the catalyst turnover frequency, ultimately allowing a reduc-


tion in catalyst loading. Solvent-free enantioselective reac-


tions are rare, because two of the most important variables for


reaction optimization, solvent polarity and reagent concentra-


tions, are forfeited.20 Furthermore, under solvent-free condi-


tions the reaction medium can change dramatically as


reagents and substrates are converted to products.


Despite these potential complications, we tested the addi-


tion of dialkylzinc reagents to ketones under solvent-free con-


ditions.8 We were surprised to find that in the vast majority of


asymmetric additions, the product alcohol ee was (3% of the


value obtained under standard conditions with toluene and


hexanes. Furthermore, under solvent-free conditions, the cat-


alyst loading could be reduced by up to 20-fold (to 0.5 mol


%). With some substrates, however, the enantioselectivity


dropped significantly under solvent-free conditions. We found


that addition of 2 equiv of toluene (with respect to ketone sub-


strate) and 1 mol % of ligand 1 restored the enantioselectiv-


ity in most cases. The optimal protocol for our asymmetric


alkylation of ketones employs solvent-free or highly concen-


trated conditions.8


In the tandem reaction the asymmetric addition was con-


ducted under solvent-free conditions followed by injection of


5.5 M TBHP in decane at -10 °C. The reaction mixture was


warmed to room temperature and stirred for 4 h to generate


epoxy alcohols in high isolated yields (87-95%, Table 2).


These yields are significantly higher than those obtained


under our standard solvent conditions (Table 1).6 To investi-


gate the scalability of the epoxy alcohol synthesis, we used


5.0 g of 2-pentyl-2-cyclopenten-1-one, 2 equiv of dimethyl-


zinc, 1.2 equiv of titanium tetraisopropoxide, and 0.5 mol %


of ligand 1 in the addition plus 4 equiv of TBHP for the epoxi-


dation. The resultant epoxy alcohol was isolated in 90% yield


TABLE 1. One-Pot Synthesis of Epoxy Alcohols via Dioxygen-
Initiated Epoxidation


a Only one diastereomer observed in each case.


Tandem Reactions for Streamlining Synthesis Hussain and Walsh


Vol. 41, No. 8 August 2008 883-893 ACCOUNTS OF CHEMICAL RESEARCH 885







(5.45 g, 97% ee) with 90% recovery of the ligand. Other sub-


strates were successfully employed on a gram scale but are


not shown here.8 The solvent-free conditions for the tandem


reactions are both practical and scalable.8


3. Tandem Asymmetric Allylation/
Diastereoselective Epoxidation of Cyclic
Enones
Asymmetric allylation of aldehydes and ketones21 generates


synthetically valuable homoallylic alcohols. Asymmetric cat-


alysts for the allylation of aldehydes were introduced in the


early 1990s by the groups of Tagliavini22 and Keck.23 Devel-


opment of analogous catalysts for ketone allylation, however,


proved more challenging. We were attracted to this chemis-


try by Tagliavini’s enantioselective (BINOLate)Ti-based cata-


lyst, which exhibited moderate enantioselectivities in ketone


allylations.24 Our attraction stemmed from our long-standing


interest in the structures and mechanisms of titanium-based


asymmetric catalysts.25-29 During our mechanistic investiga-


tions of this system, we discovered a new (BINOLate)Ti-based


catalyst that formed in the presence of 20 equiv of isopro-


panol relative to the substrate. This observation eventually led


to the first enantioselective catalyst for the asymmetric ally-


lation of ketones with broad substrate scope (Scheme 3).30,31


Ironically, mechanistic studies on this system have been com-


plicated by an induction period. The role of the isopropanol,


the catalyst structure, and the reaction mechanism remain elu-


sive. Despite the high enantioselectivities of our catalyst, a sig-


nificant drawback is that it requires high catalyst loadings


(20-30 mol %). As outlined below, we have made progress


in reducing the titanium loading.


3.1. Tandem Allylation/Epoxidation Reaction under


Standard Conditions. After introduction of our asymmetric


allylation catalyst,30 we turned our attention to the develop-


ment of a tandem asymmetric allylation of cyclic R,�-unsat-


urated enones followed by a chemo- and diastereoselective


directed epoxidation of the allylic alcohol (Table 3).31 As with


the alkylation of cyclic enones, the R-substituent is crucial in


the enantioselective allylation of enones because it allows the


catalyst to readily differentiate between the two lone pairs on


the carbonyl oxygen. Unlike the ketone alkylation chemistry,


the tandem asymmetric allylation/epoxidation reaction


TABLE 2. One-Pot Asymmetric Addition/Epoxidation of Cyclic
Enones under Solvent-Free Conditions with TBHP


a Only one diastereomer observed in each case.


SCHEME 3. Our Catalytic System for the Asymmetric Allylation of
Cyclic Enones


TABLE 3. Tandem Asymmetric Allylation under Standard Conditions
followed by a Chemo- and Diastereoselective Epoxidation.


a Only one diastereomer observed in each case.
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involves alkoxide exchange via the alcohol and not the alkox-


ide (see Scheme 2).


For the tandem reaction, the ketone allylation was con-


ducted in the usual fashion and 1 equiv of anhydrous TBHP


(5.5 M) was subsequently added to the reaction mixture. The


epoxidation proceeded readily at room temperature to afford


the syn-epoxy alcohols in good yields (72-89%, Table 3). No


erosion of ee was observed during the epoxidation, and only


a single diastereomer was detected by NMR spectroscopy.31


3.2. Asymmetric Allylation Reaction under Highly
Concentrated Conditions. Our allylation catalyst, formed


from a 1:1 ratio of titanium tetraisopropoxide to BINOL and


excess isopropanol, required 20-30 mol % loading to


achieve maximum enantioselectivity. In an effort to reduce the


amount of solvent employed and lower the catalyst loading,


the tandem allylation/epoxidation was conducted in the


absence of dichloromethane solvent. The enantioselectivity,


however, fell sharply under the highly concentrated condi-


tion with this catalyst system.32


It is known that the ratio of titanium to BINOL can impact


the enantioselectivity in the asymmetric allylation of alde-


hydes.33 In order to adapt our allylation catalyst to highly con-


centrated conditions, we reoptimized the catalyst with a 1:2


ratio of titanium tetraisopropoxide to BINOL and only 3 equiv


of isopropanol with respect to the ketone substrate (no other


solvent). In this process, a new catalyst was developed for


highly concentrated conditions. With this catalyst, the titanium


tetraisopropoxide loading could be lowered from 30 mol %


under standard solvent conditions to 10 mol % with the


highly concentrated conditions. Furthermore, dichloromethane


was eliminated from the reaction.


3.3. Tandem Allylation/Epoxidation under Concen-
trated Conditions. Adaptation of the asymmetric allylation


under concentrated conditions to the tandem allylation/ep-


oxidation was straightforward. The allylation was followed by


addition of 1 equiv of anhydrous TBHP (5.5 M) resulting in


smooth epoxidation to afford the syn-epoxy alcohols as sin-


gle diastereomers in 84-87% yield and with enantioselec-


tivities around 90% (Table 4).32


Starting from achiral precursors, both our asymmetric alky-


lation/diastereoselective epoxidation and our asymmetric ally-


lation/diastereoselective epoxidation result in the generation


of three contiguous stereocenters with excellent enantio-, dias-


tereo-, and chemoselectivity. Furthermore, our tandem reac-


tions result in a significant increase in molecular complexity.


It is noteworthy that both tandem reactions could be adapted


to solvent-free and highly concentrated reaction conditions,


suggesting that other catalysts may also perform successfully


at high concentrations.20 The outstanding diastereoselectivi-


ties observed are a result of the titanium-directed epoxida-


tion reaction. Because of the constrained nature of these cyclic


allylic alkoxides and allylic alcohols, epoxidation can only


occur syn to the alkoxy or hydroxy groups. In the next sec-


tion, we focus on acyclic substrates in which diastereoselec-


tive epoxidations are more challenging.


4. Tandem Asymmetric Additions to
Aldehydes with Diastereoselective
Epoxidations


4.1. Synthesis of Acyclic Epoxy Alcohols. Acyclic epoxy


alcohols are among the most versatile and useful intermedi-


ates in organic synthesis due to their straightforward synthe-


sis and potential for undergoing regioselective ring-opening


reactions.1 Enantioenriched epoxy alcohols are typically syn-


thesized by the Sharpless-Katsuki asymmetric epoxidation of


prochiral allylic alcohols (eq 1).18,34 If the desired epoxy alco-


hol contains an additional stereogenic center at the carbinol


carbon, the Sharpless kinetic resolution of racemic allylic alco-


hols can be employed (eq 2).35 Despite the enormous impact


of the latter method, it suffers from significant limitations,


including a maximum yield of 50%. Furthermore, if the


desired product is the epoxy alcohol, the kinetic resolution


must be quenched at low conversion to ensure product of


high ee. Alternatively, the resolved allylic alcohol can be iso-


lated from the KR and subjected to a diastereoselective epoxi-


TABLE 4. Tandem Asymmetric Allylation under Concentrated
Conditions Followed by a Chemo- and Diastereoselective
Epoxidation


a Only one diastereomer observed in each case.
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dation. In order to address these drawbacks, we investigated


three related one-pot procedures to synthesize highly enan-


tio- and diastereoenriched epoxy alcohols with up to three


contiguous stereocenters.


4.1.1. Asymmetric Alkylation of Enals with Diastereo-
selective Epoxidations. We performed highly enantioselec-


tive alkyl additions to R,�-unsaturated aldehydes with 4 mol


% of various catalysts (Table 5). The asymmetric catalysts are


formed from Nugent’s (2S)-(-)-3-exo-(morpholino)isoborneol


[(-)-MIB]36,37 (entries 1-4) or the bis(sulfonamide) ligands


(entries 5-9). Upon completion of the addition, the resulting


allylic alkoxide was exposed to 1 atm of dioxygen at 0 °C for


30 min and cooled to -20 °C.38 When (-)-MIB was used,


which generates a zinc-based catalyst, titanium tetraisopro-


poxide (20 mol %) was added to initiate the diastereoselec-


tive epoxidation. With the bis(sulfonamide) ligands, which are


titanium-based catalysts, the titanium tetraalkoxide used in the


asymmetric addition also promotes the epoxidation. As illus-


trated in Table 5, both the (-)-MIB and bis(sulfonamide)-based


catalysts gave excellent enantioselectivities with a range of


aldehyde substitution patterns. In the case of dimethylzinc


additions (entries 8 and 9), the bis(sulfonamide)/Ti(Ot-Bu)4 cat-


alyst system39 is the best choice, because it is significantly


faster than the MIB-based catalyst in methyl addition reactions.


As outlined in Table 5, the diastereomeric ratios [dr]


observed in the epoxidation step are excellent. This is surpris-


ing, because the allylic alkoxides generated in Table 5 exhibit


either A1,2 or A1,3 strain in one of the diastereomeric epoxi-


dation transition states. To facilitate discussion of diastereo-


selectivity in the epoxidations throughout section 4, reactions


will be presented such that interaction between R1 and R2 (R2


* H, R3 ) H) gives rise to A1,2 strain, whereas interaction


between R1 and R3 (R3 * H, R2 ) H) results in A1,3 strain. Due


to the disposition of R4, it has a small impact on the dr. The


three most common diastereoselective epoxidation systems


are Ti(Oi-Pr)4/TBHP, VO(acac)2/TBHP (acac ) acetylacetonate),


and m-chloroperbenzoic acid (mCPBA). The diastereoselectivi-


ties of these reagents with a series of allylic alcohols are listed


in Table 6.19 None of these reagents give good diastereose-


lectivity with substrate classes leading to both A1,2 and A1,3


strain (Table 6). Our alkoxide-based epoxidation is unique


because of its high diastereoselectivity with substrates result-


ing in either A1,2 or A1,3 strain (Table 5). It is possible that the


observed diastereoselectivities in Table 5 stem from a


CdC-C-O dihedral angle of 90°.


4.1.2. Asymmetric Vinylation/Diastereoselective Epoxi-
dations. The second route to epoxy alcohols entails the addi-


tion of divinylzinc reagents to aliphatic and aromatic alde-


TABLE 5. Synthesis of Epoxy Alcohols from Enals TABLE 6. Diastereoselective Epoxidations of Different Classes of
Allylic Alcohols with Ti(Oi-Pr)4/TBHP, VO(acac)2/TBHP, and mCPBA
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hydes (Table 7). The divinylzinc reagents were prepared and


then purified by sublimation.40,41 To minimize the equiva-


lents of divinylzinc employed, 3.1 equiv of diethylzinc was


added to generate the mixed ethyl-vinyl zinc species, which


transfers the vinyl group orders of magnitude faster than the


ethyl group. Following the asymmetric addition with the (-)-


MIB-based catalyst, epoxidation was carried out as above.


High enantioselectivities were obtained with most aldehydes


with the exception of unbranched aldehydes, which gave


enantioselectivities around 80% (Table 7, entry 4). Diastereo-


selectivities in the epoxidation were also quite high with allylic


alkoxides leading to A1,2 (entries 1 and 2) or A1,3 (entries 3


and 4) strain.


4.1.3. Tandem Vinylation-Epoxidation with in Situ
Formed Vinylzinc Reagents. Although the above route pro-


vides epoxy alcohols with high enantio- and diastereoselec-


tivity, the need to prepare and isolate the divinylzinc reagents


is inconvenient. An in situ method to prepare vinylzinc


reagents was developed by Srebnik42 and Oppolzer43 involv-


ing hydroboration of a terminal alkyne, transmetalation of the


resulting vinylborane to zinc, and asymmetric addition. Using


Oppolzer’s method, we performed the hydroboration and


asymmetric addition in the presence of the (-)-MIB-based cat-


alyst (4 mol %) and exposed the resulting allylic alkoxide


reaction mixture to dioxygen and titanium isopropoxide (Table


8). Unfortunately, the epoxidation proceeded with low dias-


tereoselection (∼2:1) due to the absence of A1,2 or A1,3 strain


in the epoxidation transition states (see Table 6, entry 4). To


our knowledge, all allylic alcohol epoxidation reagents exhibit


low diastereoselectivity in the absence of either A1,2 or A1,3


strain, with the exception of the Sharpless-Katsuki asymmet-


ric epoxidation catalyst.34 At the outset of these experiments,


we were unaware of the formidable challenge to development


of a highly diastereoselective epoxidation system for this class


of substrates. After many unsuccessful experiments, however,


we decided to emulate the Sharpless-Katsuki catalyst. Thus,


a preformed titanium diisopropoxy tartrate complex, which


was generated by combining titanium tetraisopropoxide with


(+)-diisopropyltryptamine (DIPT) and removal of the liberated


isopropanol under reduced pressure, was added after expo-


sure of the reaction mixture to dioxygen. While this modifi-


cation resulted in increased diastereoselectivity, the dr was still


low ranging from 2.9:1 to 4.5:1 in the matched case favor-


ing the threo-diastereomer (Table 8). The same epoxy alco-


hol diastereomer was obtained in the mismatched case with


(-)-DIPT.44 Although our catalyst system is more threo selec-


tive than the reagents listed in Table 6, there is considerable


room for improvement. It is noteworthy that the predominant


diastereomer is opposite of the epoxy alcohol expected from


the Sharpless KR, highlighting the significant differences


between the Sharpless-Katsuki catalyst and our diastereose-


lective titanium/zinc-based epoxidation catalyst.


4.2. Synthesis of Allylic Epoxy Alcohols. With an eye on


increasing the versatility and molecular complexity of our


epoxy alcohol products, we developed a one-pot method for


the synthesis of densely functionalized allylic epoxy alcohols


(Scheme 4). This chemistry adds another layer of complexity


to the reactions described above in that the epoxidation must


be both chemoselective and diastereoselective.17 The first step


TABLE 7. One-Pot Synthesis of Epoxy Alcohols Using Isolated and
Purified Divinylzinc Reagents


TABLE 8. One-Pot Synthesis of Epoxy Alcohols Using in Situ
Generated Vinylzinc Reagents
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is to generate unsymmetric bis(allylic alkoxide) intermediates


by vinylation of R,�-unsaturated aldehydes. The key to suc-


cess in the chemoselective epoxidation is the electrophilic


nature of the peroxy titanium species, which reacts faster with


more electron-rich double bonds.


4.2.1. Epoxy Allylic Alcohols from in Situ Generated
Vinylzinc Reagents. The first route begins with in situ gen-


eration of (E)-disubstituted vinylzinc reagents using Oppolz-


er’s procedure,43 followed by asymmetric vinylation of an enal


(Table 9). The enal must bear non-hydrogen substituents in


the R2 or R3 position such that A1,2 or A1,3 strain will be


present in one of the diastereomeric epoxidation transition


states. The unsymmetrical bis(allylic alkoxide) then undergoes


a highly chemoselective directed epoxidation of the more


electron-rich double bond while minimizing A1,2 or A1,3 strain.


As can be seen in the examples in Table 9, this method was


surprisingly successful.17


4.2.2. Epoxy Allylic Alcohols from Isolated Divinylzinc
Reagents. The second route involves addition of an isolated


and purified divinylzinc reagent to an enal (Table 10). In these


cases, both of the allylic groups possess substitution patterns


that lead to A1,2 or A1,3 strain in the diastereomeric epoxida-


tion transition states. In chemoselective epoxidations it was


found that endocyclic trisubstituted allylic alkoxides were


epoxidized more rapidly than acyclic trisubstituted allylic


alkoxides and trisubstituted allylic alkoxides were epoxidized


faster than disubstituted derivatives (Table 10, entries 1-3).


Epoxidation of the cis double bond in entry 4 was not


observed due to deactivation by the electron-withdrawing silyl


ether. In the case of vinyl additions to ynals (Table 10, entry


5), the epoxy alcohol product was generated with slightly


lower enantioselectivity (87%) and with a 5:1 dr. Although it


should be possible to raise the enantioselectivity by optimi-


zation of the chiral ligand structure, the reduced diastereose-


lectivity is a result of the small size of the alkyne, which results


in a decreased energy difference between the diastereomeric


epoxidation transition states.17


4.3. Tandem Syntheses of Epoxy and Allylic Epoxy
Alcohols from 1-Chloro-1-alkynes. Our tandem vinylation


procedure of section 4.2.1 begins with hydroboration of ter-


minal alkynes and proceeds via (E)-vinylzinc species, ultimately


affording trans-disubstituted allylic epoxy alcohols. Comple-


mentary to this approach would be generation of the corre-


sponding (Z)-vinylzinc reagents and their use in asymmetric


addition to aldehydes. The difficulty is that nearly all hydro-


metalation reactions proceed via cis additions, while trans
hydrometalation reactions are rare. Our approach to the gen-


eration of (Z)-vinylboranes in route to (Z)-vinylzinc reagents


takes advantage of chemistry developed by Negishi,45 Molan-


SCHEME 4. Synthesis of Allylic Epoxy Alcohols Involving Chemo-
and Diastereoselective Epoxidations


TABLE 9. Allylic Epoxy Alcohol Synthesis Using in Situ Generated
Vinylzinc Reagents


TABLE 10. Allylic Epoxy Alcohol Synthesis Using Purified Divinylzinc
Reagents
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der,46 and Brown.47 It is known that hydroboration of 1-halo-


1-alkynes proceeds with high regioselectivity to furnish 1-halo-


1-alkenyl boranes (Scheme 5). The reaction of 1-halo-1-


alkenyl boranes with hydride sources results in the exclusive


generation of (Z)-vinylboranes. The resulting (Z)-vinylboranes


are unreactive and have not been used outside of Suzuki


cross-coupling reactions and oxidations. We envisioned trans-


metalation of the (Z)-vinylboranes to zinc followed by asym-


metric addition under conditions used in the addition of (E)-


vinylzinc reagents to aldehydes. We chose to use Molander’s


hydride source, tert-butyllithium, in the formation of the (Z)-


vinylborane.46 The reaction proceeded smoothly to afford (Z)-


allylic alcohols in high yields and without contamination from


(E)-allylic alcohols. However, the product was racemic.


We hypothesized that racemic product was formed in a


rapid LiCl-catalyzed background reaction. Our approach to


suppressing this undesirable process was to identify a selec-


tive inhibitor to bind the Lewis acidic LiCl yet not inhibit the


(-)-MIB-based zinc Lewis acid catalyst. In a related study con-


cerning the catalytic enantioselective synthesis of diarylmetha-


nols,48 we found that N,N,N′ ,N′-tetraethylethylene diamine


(TEEDA) would chelate selectively to LiCl but not significantly


inhibit the (-)-MIB-based catalyst. Thus, beginning with readily


available 1-chloroalkynes, hydroboration, addition of t-BuLi,


and transmetalation to zinc affords (Z)-vinylzinc intermedi-


ates. Next (–)-MIB, the diamine inhibitor TEEDA, and finally the


aldehyde were added. Workup with water furnished the (Z)-


disubstituted allylic alcohols with high enantioselectivity


(Scheme 5).49


The generation and addition of (Z)-vinylzinc reagents to


aldehydes was then applied to the synthesis of epoxy alco-


hols and (Z)-allylic epoxy alcohols. As illustrated in Table 11,


preparation and addition of (Z)-vinylzinc reagents to aldehydes


was performed as described above. The resulting allylic alkox-


ides were treated with diethylzinc, TBHP, and Ti(Oi-Pr)4 to per-


form the diastereoselective epoxidation. The epoxidation


proceeded with high diastereoselectivity because R3 interacts


with R1 and causes A1,3 strain in the epoxidation transition


states that leads to the minor diastereomer.


The asymmetric (Z)-vinylation reaction was also success-


fully employed in the synthesis of allylic epoxy alcohols as


illustrated in Scheme 6.49 In this fashion, the highly function-


alized allylic epoxy alcohol could be prepared in good yield


with high enantio-, diastereo-, and chemoselectivity.


The tandem reactions outlined in this section enable the


efficient synthesis of an array of acyclic allylic alcohols in con-


venient one-pot procedures.


SCHEME 5. Proposed Reaction Pathway for the Generation of (Z)-Vinylboranes and Ultimately (Z)-Allylic Alcohols


TABLE 11. Tandem Syntheses of Epoxy and Allylic Epoxy Alcohols
from Chloroalkynes


SCHEME 6. Tandem (Z)-Vinylation of an Enal Followed by
Diastereo- and Chemoselective Epoxidation
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5. Outlook


The development of truly efficient, practical, and more envi-


ronmentally friendly catalyst systems is an important goal in


asymmetric catalysis and is central to green chemistry. Our


approach to increase synthetic efficiency involves circumvent-


ing isolation and purification of the intermediates by conduct-


ing reactions in a tandem fashion. Furthermore, the same


reagents have been used in both steps of the tandem pro-


cess, as exemplified by titanium tetraisopropoxide, which pro-


motes alkyl addition or allylation in the first step and


epoxidation in the second step. We have employed dialkylz-


inc reagents in a similar fashion as an alkyl group donor that


is converted to the oxidant in the epoxidation step. By reduc-


ing or eliminating solvents under our highly concentrated and


solvent-free reaction conditions, circumventing intermediate


purifications, and introducing processes where reagents have


dual roles, we have increased the synthetic efficiency and


environmental friendliness of our syntheses of enantio- and


diastereoenriched epoxy alcohols.


In this Account, we outline a series of methods to prepare


highly functionalized epoxy alcohols from simple ketone and


aldehyde precursors. The reactions are initiated with Lewis


acid catalyzed asymmetric carbonyl additions of organozinc or


allylstannane reagents. In the case of ketone substrates, we


have developed two novel catalysts for these processes. We


have also introduced a new directed epoxidation process that


involves reaction of dialkylzinc reagents with dioxygen or


TBHP to generate the oxidant employed in the epoxidation.


This new titanium/zinc-based epoxidation system is unique in


that it is highly diastereoselective with substrates that pos-


sess either A1,2 or A1,3 strain in one of the diastereomeric


epoxidation transition states. These developments have


enabled the one-pot synthesis of a wide variety of acyclic


enantio- and diastereoenriched epoxy alcohols and allylic


epoxy alcohols that were previously not accessible or were dif-


ficult to prepare.


Given the rapid increase in molecular complexity with


defined stereochemical outcome and the ease and efficiency


of our one-pot procedures, we anticipate that these methods


to synthesize stereodefined epoxy alcohols will be very use-


ful in enantioselective target- and diversity-oriented synthesis.
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